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Censorship’s Fragile Grip on the Internet: Can Online Speech Be Controlled?

Bryan Druzin† & Jessica Li‡

This Article argues that the structural nature of the Internet makes cyber-censorship susceptible to sudden collapse. The Article takes China—the world’s largest and most sophisticated cyber-censorship regime—as a case study, arguing that China’s control over its Internet is vulnerable to rapid dissolution. This is because, given the sheer number of Chinese internet users, China relies significantly on self-censorship. While this strategy is highly effective, it is fragile. Building on the concept of information cascades in the economics literature, this Article posits an innovative concept we term speech cascades; the idea being that public understanding of what constitutes impermissible speech may change abruptly, sparking bandwagons of uncensored speech. In its simplified form, the model is as follows: each act of online defiance slightly alters perceptions of what comprises permissible speech, which in turn encourages more internet users to join the strengthening bandwagon, creating a snowball effect as mass perceptions regarding the acceptable limits of public expression shift. We briefly consider the model’s political implications: the potential for a sudden collapse of China’s cyber-censorship regime to bring about the political collapse of the Chinese government. We argue that China’s censorial system, while outwardly robust, is far more fragile than it appears—it rests primarily upon perceptions and, unlike prison cells made of concrete and iron, perceptions can change with astonishing speed. If the right conditions should emerge, China’s cyber-censorship regime may disintegrate with far-reaching consequences for China and, potentially, the world.
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Introduction

The Russian novelist Aleksandr Solzhenitsyn depicted a chilling scene involving a tribute to Joseph Stalin at the close of a communist party conference. An explosion of adoring applause erupted, and all attendees rose passionately to their feet. The ovation continued unabated for over ten minutes, each man feigning enthusiasm, looking at each other in terror, and no one daring to be the first to stop clapping. With palms becoming bruised, arms aching, and the older attendees nearing exhaustion, the director of the local paper factory sat down in his seat, abruptly ending the applause. That same night the factory director was arrested.1 There was a

reason why Soviet authorities arrested this man, and it relates explicitly to this Article’s thesis: even tiny acts of dissent unsilenced are intrinsically dangerous to a regime built upon fear. Why? Because fear is a perception, and perceptions can change quickly.

China’s control over its internet is such a regime. It relies heavily upon self-censorship—fear. The success and sophistication of China’s cyber-censorship regime is widely acknowledged. Yet theorists have, we argue, overestimated its robustness. While China’s technological prowess in controlling its Internet is impressive, the colossal size of the Chinese population, combined with the explosive growth of Internet usage among its people, makes it extremely challenging for the Chinese government to directly censor its Internet, a challenge that will only grow as Internet penetration in China climbs. To help accomplish this task, Beijing has conscripted the participation of internet users themselves in the form of self-censorship. Indeed, self-censorship represents a key component in China’s censorial system. Because of its reliance upon self-censorship, China’s censorship regime is more fragile than it appears. If perceptions regarding the acceptable ambit of permissible speech were to suddenly shift, China’s leash on its internet would unravel—potentially a lot faster


3. See Christopher A. Ford, China Looks at the West: Identity, Global Ambitions, and the Future of Sino-American Relations 24 (2015) (The lack of clarity “naturally creates powerful incentives for cautious self-censorship and may, in fact, be the only way the Party authorities can really exert control over the huge volumes of information circulating in the modern Chinese media.”).

4. The pivotal significance of self-censorship was recognized early on in the evolution of China’s Internet. See, e.g., Nina Hachigian, China’s Cyber-Strategy, 80 Foreign Aff. 118, 120 (2001) (“The self-censorship that the regime promotes among individuals and domestic Internet content providers (ICPs) is the primary way officials control what Chinese viewers see.”); see also infra notes 9–13 and accompanying text.
than anyone could anticipate. Building upon the concept of information cascades in the behavioral economics literature, this Article discusses how this could happen, positing an idea that the Article terms speech cascades.

The strength of China’s cyber-censorship regime—its use of self-regulation—is also its weakness in that it renders the system implicitly susceptible to shocks. The perceptions that underpin self-censorship can, in theory, shift quickly. Even seemingly innocuous events may cause a massive shift in perceptions by triggering a speech cascade: a sudden large-scale shift in norms regarding the acceptable limits of public expression that bandwagons, and quickly builds on itself. This behavioral economics model of online censorship explains the current state of China’s regulation of free expression on its Internet, why this control-system appears to be changing, and, perhaps most crucially, its potential for collapse. The very nature of the censorship regime China has created makes it a candidate for dissolution. China’s censorship regime depends heavily upon perceptions to achieve its ends and, unlike prison cells made of concrete and iron, perceptions can change swiftly.5 Perhaps most interesting is the model’s political implications—a sudden collapse of China’s cyber-censorship regime may translate into a “real-world” collapse of political control.

The Article proceeds in three parts. Part I discusses the essential role of self-censorship in China’s strategy of Internet control, examining how China uses law to cultivate a culture of self-censorship. Part I also examines how extraordinarily successful this policy has been across the broad sweep of Chinese society—from intellectuals, to entrepreneurs, to local and foreign corporate actors. Part II then discusses the concept of information cascades and, building on this model, posits the concept of speech cascades. Part II argues that online behavior is, on a basic structural level, particularly susceptible to speech cascades. Part III then examines the speech cascade model in more detail. Part III considers the possibility of a sudden eruption of online speech cascades, and briefly canvasses the broader socio-political implications if this should come to pass. Finally, Part III discusses three possible scenarios as to how this could play out.

As the most accomplished censor of online speech in the world,6 China is an ideal case study for the concept of speech cascades. China’s Internet represents something unprecedented in human history: a digital leviathan constrained principally by the perceptions of those who use it. China has fashioned a tight leash on its internet, but it must now hold fast to that leash. If the right conditions should emerge, China’s cyber-censorship regime may suddenly collapse with far-reaching consequences for China and, potentially, the world.

5. The discussion that follows is not a normative exposition on Internet censorship. No value judgments are asserted. This Article merely argues that online censorship is structurally vulnerable to sudden collapse. Indeed, the socio-political consequences of such a collapse are wildly difficult to predict and not necessarily positive. This is treated in more detail towards the end of the discussion. See infra Section IID (“What are the Potential Consequences of a Large-scale Eruption of Speech Cascades?”).

6. See supra note 2.
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I. The Anaconda in the Chandelier: How China Uses Law to Foster Self-Censorship

China has created an impressive leash on its Internet that few would have believed possible in the early years of the technology.\(^7\) For our purposes, we must first describe how this leash is put together so we can then explain how it may come apart. While China implements a broad range of censorship strategies, including various direct, top-down technological methods,\(^8\) the true genius of China’s internet censorship regime is that it has fostered a culture of self-censorship where players are induced into willing participants in the game, censoring themselves and one another.\(^9\) Many observers deem self-censorship as the most effective instrument of control in Beijing’s toolkit.\(^10\) Indeed, “[s]elf-censorship, rather than enforced punishment, forms the cornerstone of all forms of media censorship in China.”\(^11\) While Beijing’s technological means of control play a crucial role, “induced self-censorship has always been the CCP’s main censorship device . . . .”\(^12\) This has not changed with the advent of the Internet; self-censorship is an essential component of China’s ability to control its Internet. As China’s massive population gains increasing access to the Internet, the importance of self-censorship will likely only grow in importance.\(^13\) Ultimately, in the face of such large numbers, censoring the Internet with only technological strategies is comparable to holding back water with one’s hands.

---

8. YING JIANG, CYBER-NATIONALISM IN CHINA: CHALLENGING WESTERN MEDIA PORTRAYALS OF INTERNET CENSORSHIP IN CHINA 83 (2012). One study concluded that Chinese regulators employed five techniques of censorial control: (a) legislation, (b) blocking, (c) build-up (increase “healthy” content), (d) education (for example, promoting the use of “healthy” content), and (e) self-regulation. See Lena L. Zhang, Behind the “Great Firewall”: Decoding China’s Internet Media Policies from the Inside, 12 CONVERGENCE: INT’L J. RES. INTO NEW MEDIA TECH. 271, 280 (2006). The last of these—self-regulation—is pivotal and the focus of the present discussion. We can conceptually partition these five techniques into two basic approaches: direct censorship and indirect censorship. The first four techniques can all be thought of as direct censorship in that they involve direct action from the authorities; self-regulation is indirect censorship in that it is indirectly produced by direct censorship.
9. See Hachigian, supra note 4, at 120 (describing China’s self-censorship regime).
13. See infra notes 207–11 and accompanying text.
A. The Critical Role of Self-Censorship in Controlling Online Speech

Indeed, China’s reliance on self-censorship is born out of necessity as much as strategy. The sheer leviathan size of the Chinese online population makes it logistically impossible for the Chinese government to directly censor every page and every post on its Internet.14 Yet, while perfect control may remain technologically elusive, effective control is possible.15 To that end, self-censorship is critical. Inducing a culture of self-regulation is the only viable way for authorities to maintain control over the Internet, and this is precisely what Beijing has done: a substantial portion of the censorship regime relies on self-censorship.16 Indeed, Chinese censors seem to have abandoned much of their earlier attempts to directly censor the Internet at the point of access, as evidenced in the government’s aborted Green Dam Program, which would have legally required all computers sold in China to have pre-installed filtering software.17 Instead, Beijing has conscripted the participation of the Internet’s users. As the People’s Daily, the Chinese government’s official newspaper, pointed out as early as 2001: “The trick for the state is . . . to nurture an attitude of ‘voluntary’ self-control and self-censorship among users, a ‘firewall within one’s head.’”18 China has, in effect, rendered its population its own willing jailor.

In order to promote self-censorship and suppress undesirable online content, the government has employed a complex system of surveillance and punitive action.19 This culture of self-censorship has been described by one theorist as a giant snake resting silently over the heads of the Chinese people:

[T]he Chinese government’s censorial authority in recent times has resembled not so much a man-eating tiger or fire-snorting dragon as a giant anaconda coiled in an overhead chandelier. Normally the great snake doesn’t move. It doesn’t have to. It feels no need to be clear about its prohibitions. Its constant silent message is “You yourself decide,” after which, more often than not, everyone in its shadow makes his or her large and small adjustments—all quite “naturally.”20

The law plays a crucial role in achieving this outcome. China employs a broad range of technological and administrative strategies to maintain a tight leash on its internet, yet the most powerful weapon in Beijing’s arsenal

16. See Jiang, supra note 8, at 82.
19. See Marolt, supra note 10, at 56.
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is law. The specific technological tactics China employs to control its Internet—such as blocking websites, flagging keywords, and funneling connections through a handful of state-run operators that act as digital arteries to the outside world that may be filtered—are well-known and need not be discussed here at length (the “great firewall of China” as it is popularly known). How China’s variety of laws and administrative regulations induce a culture of self-censorship is underappreciated in the literature. This involves the “participation of state and non-state actors at all institutional levels.” China’s framework for control is “multilayered and achieved by distributing criminal and financial liability, licensing and registration requirements, and self-monitoring instructions to non-state actors at every stage of access, from the ISP to the content provider and the end user.” What it cannot achieve technologically in light of the size of its internet users, China effectuates by strategically using law to foster self-censorship.

B. The Chilling Effect of Legal Vagueness

There are two components to China’s use of law regarding self-censorship. The first is a strategic lack of legal clarity. It did not take long for China to erect a legal framework to control its Internet. Indeed, the government responded to the new technology with impressive alacrity. The country’s first Internet laws were signed into effect as early as 1994. Additional regulations soon followed. The first significant law to regulate Internet content was the 1996 Interim Provisions Governing Management of Computer Information Networks in the People’s Republic of China Connecting to the International Network. This was China’s first major attempt to use law to restrain its Internet. Further amendments were introduced in 1998 and 2000 under the Provisions for the Implementation of the Interim Provisions Governing Management of Computer Information Networks in the People’s Republic of China, State Council Order No. 292, Measures for the Administration of Internet Information Services, and the Decision of the Standing Committee of the National People’s Congress on Preserving Computer

21. For an overview of such censorial strategies, see U.S.-CHINA ECON. & SEC. REV. COMM’N, supra note 2, at 282.
24. Id.
28. GUOSONG SHAO, INTERNET LAW IN CHINA 30 (2012).
Network Security. Article 15 of the Directive, the Measures for the Administration of Internet Information Services, lists illegal online content. This includes, but is not limited to, information that is at variance with basic constitutional principles, endangers national security, divulges state secrets, subverts the government, undermines national unification, is detrimental to the honor and interests of the state, undermines the state’s policies on religion, or propagates evil cults and feudalistic superstitions. What actually constitutes, for example, activities that harm “the honor or the interests of the nation” is unclear. Without clearly establishing guidelines as to what qualifies as prohibited activity, such provisions invariably obscure the boundaries of permissible expression, engendering pervasive confusion as to what kind of speech is and is not acceptable. Indeed, the genius of this statute is that it is fantastically vague. The precise ambit of permissible speech is left unclear to encourage self-censorship and maximize the range within which people voluntarily restrain their behavior online. The “deliberately vague wording supports the individual Internet user’s perception that one can never feel safe, as one never exactly knows where the authorities draw the line between the acceptable and the illegal.” This chilling effect is often “imperceptible and not measurable by outside observers.” Yet the guessing game that this requires is arguably the most effective strategy among the various methods of Internet control that China deploys.

The pernicious impact of legal ambiguity on speech has long been recognized in U.S. jurisprudence under the chilling effect doctrine. This doctrine holds that vagueness and the threat of sanctions can indirectly—yet profoundly—stifle public speech. Broadly defined statutes can levy a distinctly “chilling effect” on citizens’ willingness to engage in public speech out of fear of potential legal repercussions, real or not. As such, vaguely worded statutes are powerful instruments of social control. Because such statutes “leave the boundaries between lawful and unlawful

29. Stevenson, supra note 7, at 537–38.
31. Id.
32. Id.
33. See SHAO, supra note 28, at 57 (describing how vague law blur the boundaries of free expression).
34. Link & Qiang, supra note 12, at 89–90.
35. Marolt, supra note 10, at 55.
36. Id.
37. Id.
conduct indeterminate, they, like overbroad laws, instill caution in individuals, encouraging them to forego expressive activities that might conceivably be prohibited.”40 Individuals, fearful that what they are expressing is falling beyond the acceptable boundaries of public speech, engage in self-censorship, resulting in “restrained and homogeneous expression.”41 In this fashion, fear of legal reprisal, coupled with uncertainty as to the true ambit of legal permissibility, will tend to inhibit or completely shut down public speech. China’s cyber-censorship regime capitalizes on this effect. Indeed, one could not be faulted for concluding that the legislative scaffolding of China’s Internet is calibrated to achieve precisely this outcome: to generate a “chilling effect” on online speech and foster behavioral norms that encourage Internet users to self-censor.42

C. Building a Regulatory Panopticon

The second component to inducing self-censorship is instilling the fear of being watched. Law and regulation mixed with the correct dose of technological prowess achieves this end. Jeremy Bentham famously envisioned a prison—the Panopticon—that was constructed so that the imprisoned could be secretly watched at all times.43 The constant possibility of surveillance would cause the inmates to self-monitor out of fear.44 Michel Foucault used the Panopticon as a metaphor for modern society where “a state of conscious and permanent visibility . . . assures the automatic functioning of power.”45 According to Foucault, an individual “subjected to a field of visibility, and who knows it, assumes responsibility for the constraints of power: he makes them play spontaneously upon himself; he inscribes in himself the power relation in which he simultaneously plays both roles; he becomes the principle of his own subjection.”46 In short, the imprisoned become their own jailors. Because they never know when they are being watched, they are both the subjects and the administrators of disci-

40. KEITH WERHAN, FREEDOM OF SPEECH: A REFERENCE GUIDE TO THE UNITED STATES CONSTITUTION 146 (2004).
42. At time of writing, the Chinese government is considering a new cybersecurity draft law that would likely further curtail online speech. Article 1 of the proposed statute highlights:
[T]he protection of “internet sovereignty,” a term that has been used to justify increasing state control over online speech. Other provisions increase surveillance of the Internet for overly broadly defined security reasons without establishing effective privacy protections, increase requirements for companies to censor online speech, heighten a demand for companies to require real-name registration by users, and stipulate that user data must be stored in China. Bethany Allen-Ebrahimian, The ‘Chilling Effect’ of China’s New Cybersecurity Regime, FOREIGN POL’Y, July 10, 2015, http://foreignpolicy.com/2015/07/10/china-new-cybersecurity-law-internet-security.
44. Id.
46. Id. at 202-03.
Foucault’s vision captures an essential feature of China’s system of Internet control.47 The specter of potential surveillance ensures that “netizens” voluntarily censor their own as well as each other’s online activities.48

The key to building this cyber-Panopticon is making the user believe that they may be being watched. Authorities have used an assortment of regulatory methods to achieve this. Extinguishing anonymity through exerting control over the gatekeepers is crucial. China has managed to control the actions of the Internet Service Providers (ISPs) and Internet Content Providers (ICPs) by placing legal responsibility for infractions of regulations directly at their feet.49 All ISPs are by law required to keep meticulous records of each customer’s account number, phone number, IP address, sites visited, and time spent online.50 Providers are legally obligated to hand over users’ personal details to government authorities and maintain the above records for a period of two months.51 Regulations introduced as early as 2002 require many ISPs to install software that archives all messages sent and received by users.52 Eager to avoid legal responsibility, ICPs pro-actively regulate chat rooms and bulletin boards.53 Webmasters of websites are legally required to “guide” discussions in online forums, report back to government officials at the relevant levels on the general trends within the discussion groups, and remove any politically sensitive content found on their sites.”54 Failure to comply will result in closure of the website and possible arrest.55

The proliferation of Internet cafés across the country initially offered the potential for widespread anonymity. However, the government quickly eliminated this, demanding that café owners police themselves and making café owners legally responsible.


50. See Deibert, supra note 23, at 465.
51. See Shie, supra note 49, at 223.
52. Id.
53. See U.S.-China Econ. & Sec. Rev. Comm’n, supra note 2, at 284.
55. Id.
for any infractions committed by their patrons.\textsuperscript{56} To further diminish anonymity, real-name registration is required for many Internet-related activities, from participating in university online bulletin boards to individuals buying pre-paid cell phone SIM cards.\textsuperscript{37} In early 2015, authorities introduced a new raft of regulations, requiring “users of an array of services to register their real names with service providers.”\textsuperscript{58} A user sitting in a Starbucks in downtown Shanghai wanting to use the complimentary internet must input their cellular phone number to obtain an access code. The Chinese authorities have made impressive strides towards extinguishing online anonymity in China.

And that there may be someone watching is no myth. Although it remains classified, the MPS reportedly employs between 30,000 to 40,000 human monitors, or “cyber-police,” to scrutinize online content.\textsuperscript{59} As early as 2000, police departments of 700 cities and provinces in China had officially incorporated this cyber division.\textsuperscript{60} In addition, authorities have strategically solicited the help of citizens themselves, encouraging individuals to be vigilant in monitoring content.\textsuperscript{61} The government coordinates large informal groups of Internet monitors to screen websites for “objectionable” material.\textsuperscript{62} As early as 2004, the MPS had established a large network of online reporting centers with a reward component, encouraging citizens to report any illegal or harmful information.\textsuperscript{63} With the increasing use of social media and microblogging—specifically the popularity of Sina Weibo (China’s Twitter)—reports have emerged that the number of people actively policing public opinion online is as high as two million.\textsuperscript{64}

Violations of government regulations have been met with strong punitive measures. Websites that did not obtain government authorization

\begin{thebibliography}{99}
\bibitem{56} See U.S.-CHINA ECON. & SEC. REV. COMM’N, supra note 2, at 284.
\bibitem{57} Id.
\bibitem{59} Fengshu Liu, Urban Youth in China: Modernity, the Internet and the Self 40 (2011). Some report a figure as high as 100,000. See Daniel R. McCarthy, Power, Information Technology, and International Relations Theory: The Power and Politics of U.S. Foreign Policy and the Internet 94 (2013) (referencing various estimates). When one includes those directly employed by the state (although working in the private sector), “public opinion analysts” as they are dubbed, this number swells to a jaw-dropping two million. See Katie Hunt & C.Y. Xu, China “Employ 2 Million to Police Internet,” CNN (Oct. 7, 2013), http://www.edition.cnn.com/2013/10/07/world/asia/china-internet-monitors. This is discussed in more detail below. See infra note 64.
\bibitem{60} Thomas Lum, Cong. Research Serv., RL33167, Internet Development and Information Control in The People’s Republic of China 6 (2006).
\bibitem{61} Id. at 7.
\bibitem{62} See Link & Qiang, supra note 12, at 91. These people are sarcastically referred to as the “fifty-cent party” because it is believed that they were paid fifty cents for each online post. Id.
\bibitem{63} Lum, supra note 60, at 7.
\bibitem{64} Unlike the “cyber-police,” however, these monitors simply passively observe trends in online speech. See Hunt & Xu, supra note 59. Interestingly, this was first reported by Chinese state media (the Beijing News), which suggests that the government is eager to impress upon the public that their online activity is being monitored.
\end{thebibliography}
before distributing news have faced the threat of closure and fines of up to 
30,000 RMB (roughly USD$5,000 based on the 2015 exchange rate). 65 Even
the simple act of blocking sites appears to send a chilling message to
users and site operators that they are potentially being watched. 66 In
2006, China introduced two cartoon-police characters that periodically pop
up on computer screens of users accessing Shenzhen-based websites, a move
clearly designed to impress upon the user that they are being monitored
and that the user should self-censor. 67 This is underscored by the names of
these two animations—Jingjing and Chacha—a “playful” pun on the Chi-
nese word for police (Jingcha警察). 68 The ostensible purpose of these
icons is to provide information links to police websites. Many university-
based websites, as well as many high-profile web-based discussion groups,
employ chatroom monitors to “guide” online discussions and delete imper-
missible postings. 69

In the early days of China’s Internet, individuals were apprehended to
alert the public to the futility of resistance. 70 High profile arrests include
that of Lin Hai, who was accused of “inciting the overthrow of the state,”
for having sent over 30,000 e-mail addresses to Dacankao, an underground
electronic newsletter based overseas; he was sentenced to two years in jail
and was stripped of his political rights for a year. 71 In another incident,
Huang Qi, an activist in Sichuan Province, was arrested for posting online
information about the victims of the Tiananmen demonstrations. 72 The
punishment of individuals for internet activities persists, although not in
massive numbers. 73 Sentenced offenders number approximately two or
three dozen at any time. 74 And “[w]hile cases that have escalated to the
point of arrest and imprisonment are rare, stiff fines and prison sentences
have scared off the vast majority of Chinese citizens, effectively sending the
message that the state will not tolerate opposition.” 75 Instances of official
prosecution of individuals are perhaps best understood in the context of
the well-known Chinese adage: “kill the chicken to scare the monkey.”

65. LUM, supra note 60.
66. See generally Irina Shklovski & Nalini P. Kotamraju, Online Contribution Practi-
ces in Countries that Engage in Internet Blocking and Censorship, CHI 1109–18 (2011)
(conducting fascinating empirical research that supports this assertion).
67. BRADY, supra note 54, at 133.
68. Eveline Chao, Five Myths About the Chinese Internet, FOREIGN POL’Y (Nov. 20,
69. BRADY, supra note 54, at 133.
70. Jessica Li, Internet Control and Authoritarianism: Regimes Defying Political
file with UBC Theses and Dissertations).
71. Ronald J. Deibert, Dark Guests and Great Firewalls: The Internet and Chinese
72. Eric Harwit & Duncan Clark, Shaping the Internet in China: Evolution of Political
73. For a table of examples of such instances as late as 2009, see U.S.-CHINA ECON.
& SEC. REV. COMM’N, supra note 2, at 285.
74. Link & Qiang, supra note 12, at 89.
75. Dharmesh V. Dhawankar, Contextualizing E-Governance in New Media Milieu, 1
meaning to single out one offender for severe punishment in order to deter others. By imposing strict rules guiding Internet usage and by enacting the occasional unforgiving punishment on violators, the state has stunned the public into silence by making the cost of dissent prohibitively high.

D. Using Law to Induce Self-Censorship Across Chinese Society

By all measures, this has worked. While it is logistically impossible for authorities to comprehensively monitor the online behaviour of all its citizens, or even really more than a small fraction of its population, self-regulation extends across the broad sweep of Chinese society. From the individual to the institutional level, all players are coerced into proactively engaging in self-censorship. Indeed, as many commentators have noted, far from a vocal online civil society, a pervasive sense of political apathy seems to have descended upon most segments of Chinese society. This is particular true among China’s youth who, crucially, represent the majority of the country’s Internet users. This demographic is not going online to forcefully rally for political change, “make political statements[,] or to fight for their political rights.” They go online for entertainment purposes. A series of relatively recent nationwide surveys shows that more than fifty percent of internet users do not post their opinions online at all. Another study found that a majority of those polled trusted the con-

76. E.g., Helen Sun, Internet Policy in China: A Field Study of Internet Cafes 250 (2010); see also Jiang, supra note 8, at 112 (noting the younger generation’s political apathy oddly coexisting with passionate patriotism); Liu, supra note 59, at 53 (noting that urban Chinese youth are far less politicized than their counterparts in the late 1980s); Xiang Yong, The Philosophy of Civil Rights in the Context of China 95 (2011) (noting the historical political apathy among the Chinese people); Yi Mou, David Atkin & Hanlong Fu, Predicting Political Discussion in a Censored Virtual Environment, in Political Communication in China: Convergence or Divergence Between the Media and Political System 81, 92 (Wenfang Tang & Shanto Iyengar eds., 2012) (an empirical study noting the significant lack of political involvement among China’s younger generation). For a more anecdotal yet widely-cited examination, see Simon Elegant, China’s Me Generation, TIME, Nov. 5, 2007, http://content.time.com/time/magazine/article/0,9171,1675626,00.html. This political indifference has also been noted among China’s entrepreneurial class. See Xiaojin Guo, State and Society in China’s Democratic Transition: Confucianism, Leninism, and Economic Development 137 (Edward Beuchamp ed., 2003). But see Zhong Yang & Hu Wei, Mass Political Interest in Urban China: An Empirical Study, 11 China Int’l J. 87, 92–93 (2013) (relying on empirical research to argue that the perception that there are low levels of political interest among the Chinese is mistaken, despite the fact that their findings relate only to urban regions). For a more in-depth treatment of this topic, see Druzin & Li, supra note 25, at Part III “A Gentle Equilibrium of Political Disengagement.”

77. See David Kurt Herold, Users, Not Netizens: Spaces and Practices on the Chinese Internet, in China Online: Locating Society in Online Spaces 20, 23 (Peter Marolt & David Kurt Herold eds., 2015). This section on political apathy among the Chinese youth is largely taken from an article of ours on the political power of social media. See Druzin & Li, supra note 25.

78. Herold, supra note 77, at 23.

79. See id. at 24 (describing the entertainment value of the Internet to Chinese people).

tent available online and felt that control over the Internet was justified. In a 2007 survey, over eighty percent of respondents stated that online activity should be controlled and almost eighty-five percent cited the government as the appropriate institution to oversee this. As one Chinese scholar opines, actors who engage in self-censorship “due neither to private interest nor to government pressure may have unintentionally absorbed societal apathy to political affairs.” This may be the case for huge swaths of the Chinese population. In the early days of China’s Internet, commentators were optimistic that the emergence of China’s online virtual communities augured the “formation of a nascent civic sphere.” However, it would seem, Chinese online society at every level has been largely pacified—a remarkable achievement that speaks to the efficacy of China’s strategy of Internet control.

1. Intellectuals Made Compliant

In the nascent days of the Internet, many believed that the Internet would invite Chinese scholars and intellectuals to take their thoughts online, which would result in a flowering of ideas and a new, hitherto unseen activism in this group. The argument was that a hundred flowers would bloom once again, this time in digital form, and, to a limited extent, this turned out to be true. The expanded space of free expression for intellectuals indicated progress as scholars began signing on to the Internet in large numbers, while intellectual websites such as the Formalization of Ideas, which directed serious and scholarly attention to pressing social and political issues were on the rise. The state responded by adopting a strategy of control far more refined than that traditionally employed against the print press. Rather than shutting down controversial sites outright, authorities extended a greater degree of tolerance towards intellectual website editors, encouraging them to exercise their own “good judgment” on the admissibility of submitted articles.

82. Liu, supra note 59, at 53.
83. Jiang, supra note 8, at 72.
88. See id. at 157.
89. See id. at 158.
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This strategy was highly effective. Legal ambiguity and the potential for prosecution stifled the emergence of unconstrained intellectual discourse, producing a chilling effect.\textsuperscript{90} Given the absence of strict guidelines as to what constitutes permissible material, and the ever-present fear of being punished by the state, in order to ensure the practical viability of their sites, editors reliably err on the side of caution and publish articles which will not offend the sensibilities of the state.\textsuperscript{91} The state does not directly interfere with editorial decisions because it does not have to—the shadow of the anaconda in the chandelier looms large. Very early, it became clear that officials were able to achieve their goal by trusting webmasters to conduct self-censorship and, as a result, sensitive topics remained mostly untouched by mainstream intellectual websites.\textsuperscript{92} After an initial period of free development, many intellectuals discovered the limits to their capabilities and found that it is simply easier to acquiesce to the tacit wishes of the state, offering compliance instead of contention.\textsuperscript{93} This de facto alliance between the state and intellectuals has successfully stifled a truly free electronic press for academics. A medium which holds so much promise for independent thought has now been firmly submerged under the pressure of more pressing, pragmatic concerns.

2. Internet Entrepreneurs Made Compliant

China’s entrepreneurial class has also been pacified by China’s culture of self-censorship. In the early days of the Internet, conventional wisdom held that an emerging class of empowered internet entrepreneurs, together with the influx of foreign capitalists, would set in motion political reforms and unleash the transformative possibilities of the Internet.\textsuperscript{94} But, for the time being, it would appear that Chinese authorities are dictating the rules of the game and eliciting the compliance of these crucial players. Many initially hyped the possibility that an emerging class of Chinese Internet entrepreneurs would propel the political reform agenda. Yet despite the socioeconomic clout of this group, these individuals have not taken any active interest in political affairs, much less the politics of opposition.\textsuperscript{95}

Again, a lack of legal clarity as to what exactly constituted impermissible behavior and the ever-present threat of legal prosecution predictably generated a chilling effect. As the media sector evolved, domestic Internet start-ups became heavily involved in the complex process of aggregating

\textsuperscript{90} MAROLT & HEROLD, supra note 68, at 20 ("The Chinese government brought in ‘new legislation that in effect criminalizes online dissent’ with vague and broad definition of online criminality’ that ‘has led to increased self-censorship by some of China’s most influential bloggers, chilling political discourse in the country.” (footnotes omitted)).

\textsuperscript{91} See id. at 179.

\textsuperscript{92} ZHOU, supra note 87, at 159.

\textsuperscript{93} See id.


\textsuperscript{95} See Wacker, supra note 18, at 68.
and disseminating information, stepping into a role traditionally held by the state censorship apparatus.\textsuperscript{96} Caught between satisfying market demand and placating government authority, the Internet media sector opted to take the latter course, eagerly self-regulating in order to appease government desire for political correctness so as to secure its market position and avoid potential legal troubles.\textsuperscript{97} In the struggle to control online content, many ICPs proactively restrain their users, minimizing any focus on politics so as to avoid sticky legal situations.\textsuperscript{98} This trend did not take long to set in. Indeed, it is easily discerned even in the very early years of China’s Internet.\textsuperscript{99} For example, during the Jiangxi schoolhouse explosion in 2001, Sina.com pre-empted Beijing by censoring and restricting the full range of expression on the topic; a week after the incident, authorities demanded that all sites reiterate the official line on the story and Internet companies uniformly fell in line.\textsuperscript{100}

Compliance with the state was officially cemented as early as March, 2002 when under the supposed concern over global spam originating in China, over 100 Chinese Internet entrepreneurs voluntarily signed the “Public Pledge on Self-Discipline for China Internet Industry,” a document designed to establish “self-disciplinary mechanisms” so as to enhance the orderly development of the Internet in the country.\textsuperscript{101} The pledge, among other stipulations, used legally ambiguous language backed by the threat of serious legal sanctions to encourage the use of “the web in a civilized way” and “the elimination of deleterious information from the Internet.”\textsuperscript{102} This was a significant early step towards establishing a culture of self-censorship within China’s business community.\textsuperscript{103} On December 8, 2003, over thirty Internet news and information providers, including Renmin, Xinhua, Sina, Sohu, and Net Ease, signed a new “Internet News Information Service Self-Discipline Pledge,” in which signatories agreed to “obey government administration and public supervision voluntarily, to resist firmly the Internet transmission of harmful information such as obscenity, pornography and superstition, and to resist the substance of information that violates the fine cultural traditions and moral codes of the Chinese nation.”\textsuperscript{104}

The reason that Chinese entrepreneurs are willing to cooperate with the state is because they see themselves primarily as modernizers of the economy rather than political reformers.\textsuperscript{105} Government, on the other hand, permits input from this group into policy—a point Beijing is willing

\textsuperscript{96} Shanthi Kalathil, China’s New Media Sector: Keeping the State in, 16 PAC. REV. 489, 489–90 (2003).
\textsuperscript{97} See Wacker, supra note 16, at 68–69.
\textsuperscript{98} Id. at 69.
\textsuperscript{99} Id. at 494–95.
\textsuperscript{100} Kalathil, supra note 96, at 489–90.
\textsuperscript{101} Id. at 498.
\textsuperscript{102} Id. at 499.
\textsuperscript{103} See FRANK CASO, CENSORSHIP 71 (2008).
\textsuperscript{104} DEIBERT, supra note 23, at 149.
\textsuperscript{105} See Kalathil, supra note 96, at 497.
to concede in exchange for a partner in Internet control. This appears to fall perfectly in line with early studies that concluded that there is little evidence to support the Pollyannish visions of scholars that the development of a private entrepreneurial elite would eventually drive democracy in the country. This partnership did not take long to emerge. Despite the optimistic predictions of some political observers and global business leaders, the widely-held assumption that China’s entrepreneurial class is poised to make demands for democracy is ill-founded. While entrepreneurs as a group have had a structural impact on Chinese politics, they have not exercised a brand of political assertiveness that would actually alter the nation’s formal political institutions and traditions. Those who saw in China’s growing array of corporatists a path to gradual political liberalization were proven wrong. A class of society financially and personally invested in the country’s economy and growth will understandably reject any advancements that may bring about social and political instability. The bottom line is that among the economic elite, there was shown to be “no relationship between indicators of individual prosperity and support for political reform.” There is “a large element of corporatism in the Chinese market system, and the state links businessmen to itself through favors.” Indeed, the interests of the state and the private sector remain powerfully aligned. And so those who have the ability to unleash the power of the Internet to the fullest extent are not eager to push the state on the freedom of speech. Internet entrepreneurs are increasingly involved in a pragmatic and consultative relationship with the government, whereby both parties are aligning their complementary visions and goals.

3. Foreign Firms Made Compliant

The lure of China’s vast market and fear of losing access to it as a consequence of running afoul of Chinese law have compelled many foreign companies to establish a close relationship with the Chinese state, making many of these companies just as anxious as the domestic private sector not

106. Id. at 497–98.
107. Id. at 490.
109. Id. at 2.
111. Id. at 137.
112. Kate Xiao Zhou & Stephen Zierak, How the Internet Is Changing China, in Democratization in China, Korea, and Southeast Asia? 232, 244 (Kate Xiao Zhou et al. eds., 2014).
114. Id.
to offend Beijing.\textsuperscript{115} As with domestic actors, legal ambiguity and the potential for legal prosecution ensured a reliable degree of compliance from the majority of foreign multi-national enterprises. This phenomenon manifested relatively early in the growth of China’s Internet. Indeed, it did not take long for rumors to emerge that U.S. software and Internet companies such as Yahoo!, Google, and Microsoft were proactively scrubbing search results of politically incendiary content.\textsuperscript{116} In June 2005, MSN Spaces, Microsoft’s blog-hosting service, began removing sensitive words like “democracy” and “human rights” from use in Chinese blog titles and postings.\textsuperscript{117} Senior executives at Yahoo! later described such actions as part of the burden of conducting business in China.\textsuperscript{118} Foreign firms, forced to interpret vague legal prohibitions regarding the acceptable parameters of online speech for themselves, naturally slide into self-censorship: “Fearing severe and arbitrary penalties for lax censorship, many firms vigorously censor content . . . .”\textsuperscript{119} As such, foreign media multinationals are unlikely to push for a broadening of media parameters so long as investors are loathe to compromise their business plans by antagonizing the government and potentially incurring legal repercussions for such actions.

Many companies have taken pains to cultivate a working relationship with authorities, so it is simply easier to adhere to local business practices of self-censorship.\textsuperscript{120} While some may test the outer boundaries of what Chinese officials may deem acceptable, given that the state largely dictates the fate of those involved in the Internet industry, foreign actors appear to have embraced self-regulation.\textsuperscript{121} And despite the pressure from human rights groups and international condemnation of their actions, most corporations are willing to overlook violations of freedom of expression and indeed even become participants in censorship in order to maintain a foothold in the lucrative Chinese market.\textsuperscript{122} While most companies adamantly deny that they have tailored their products to appease the state, insisting that they are politically neutral entities, this does not appear to cohere with reality.\textsuperscript{123} Indeed, the willingness of foreign firms to engage in self-censorship was underscored in early 2010 by Google’s announcement that, following a sophisticated cyberattack on its corporate infrastructure, it would cease self-censorship of its Chinese-language Google.cn,\textsuperscript{124} a ces-

\textsuperscript{116} See Lum, \textit{supra} note 60, at 8.
\textsuperscript{117} Id.
\textsuperscript{119} Kline, \textit{supra} note 115.
\textsuperscript{120} See Jessica Li, Internet Control and Authoritarianism: Regimes Defying Political Change 42–43 (2005) (unpublished B.A. thesis, University of British Columbia) (on file with the University of British Columbia Library system).
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sation for which Google has paid a heavy commercial price.125

A “profit over values” approach and a tacit coalition between enter-
prise (both foreign and domestic) and government perfectly harmonize
with the state’s goal of feeding technological growth while dampening
potential social unrest. Beijing has succeeded at constraining its Internet
across the broad sweep of Chinese society, and central to this remarkable
feat is the culture of self-censorship it has fostered.126 Yet this strength is,
we argue, paradoxically the system’s weakness. It represents an inbuilt vul-
nerability—it is to this intrinsic liability that we now turn.

II. Information and Speech Cascades

Having mapped out how China’s leash on its Internet is constructed,
we are now positioned to discuss how it may unravel. This requires an
understanding of how information cascades work. This section unpacks
the concept and introduces the idea of speech cascades.

A. Information Cascades Explained

An information cascade occurs when people form beliefs based upon
the behavior or opinion of others. The basic crux of the concept is as fol-
lows: people observe the behavior of others and draw a conclusion regard-
ing a certain factual state of affairs. This conclusion then informs their
own behavior, which in turn affects the beliefs and behaviors of others
running through the same calculation. The result is that this can set off a
chain reaction of sorts, where a single spark can ignite a prairie fire, as one
scholar vividly describes it.127 Cascade theory seeks to explain the observ-
able phenomenon of sudden social change, when individuals adopt similar
behavior en masse.128 Information cascades have been put forward as an
explanation of the fragility of mass behaviors.129 Theorists “call upon
ideas like information cascades to describe how peripheral knowledge can
pervade a society, changing the perceptions and realities of political

125. As a result of Google’s subsequent closure of its China-based search engine,
Google’s share of China’s search market fell to roughly twenty-six percent in 2010 as the
share held by Baidu, China’s popular domestic search engine, rose to seventy-three per-
As of the second quarter of 2014, Google’s share of the Chinese search engine market
stood at merely 10.9%. See Keith Bradsher & Paul Mozur, China Clamps Down on Web,
2014/09/22/business/international/china-clamps-down-on-web-pinning-companies-
like-google.html?_r=0.

126. See Kalathil, supra note 96, at 494–95.

127. See Timur Kuran, Sparks and Prairie Fires: A Theory of Unanticipated Political
Revolution, 61 Pub. Choice 41, 60 (1989). It should be noted that Kuran is not technically
describing information cascades with his analogy; however, his concept is very
similar.

128. The foundational work in the cascade theory literature is Sushil Bikhchandani,
et al., A Theory of Fads, Fashions, Custom, and Cultural Change as Information Cascades,
100 J. Pol. Econ. 992, 992 (1992). For the related concept of herd behaviour, see

129. See Bikhchandani et al., supra note 128, at 993–94.
power.” 130 Stushil Bikhchandani, who wrote the foundational literature on the concept, described the process more technically in this manner: “An information cascade occurs when it is optimal for an individual, having observed the actions of those ahead of him, to follow the behavior of the preceding individual without regard to his own information.” 131 This “follow the crowd” response is often an effective decision-making shortcut, as (we assume) the actions of the majority are usually predicated upon a greater pool of sound information. 132 For example, upon leaving a movie theatre, unsure of where the exit is, one would likely simply observe the direction in which other members of the audience are moving and follow them. The implicit danger in this of course—and the literature is quick to point this out—is that the assumption that the majority is acting upon reliable information is often wrong. The information may be incorrect yet there is nevertheless a sudden rush of people jumping on the informational bandwagon, allowing it to determine their behavior.

B. Example: Choosing Between Two Restaurants

Consider the simple example of choosing between two restaurants: restaurant A and restaurant B. You must decide between the two restaurants but have very little information to go by (say restaurant A looks slightly cleaner). You notice, however, that restaurant A is dead empty but restaurant B has a few patrons. What do you do? You follow the crowd and opt for restaurant B. However, everyone is doing the same thing and in fact in doing so you have now contributed to the informational appeal of restaurant B, which in turn draws even more patrons to restaurant B, and on it goes. The pattern strengthens with each patron and a cascade results: restaurant B will become packed while restaurant A remains empty. Even a late-comer patron highly inclined to eat at restaurant A, upon seeing that restaurant B is full of so many diners and restaurant A is dead empty, may be swayed to eat at restaurant B. However—and this is an important point—all of this is no guarantee that restaurant B is any better than restaurant A. In fact, it could very well be inferior. The patrons you observed in restaurant B may have simply flipped a coin in making their decision. 133 The net result, however, is that a self-reinforcing cascade occurred. 134

---

131. Bikhchandani, supra note 128, at 994.
133. Information cascades predicated on flawed assumptions are known as reverse cascades. These are decision sequences “where initial misrepresentative signals start a chain of incorrect decisions that is not broken by more representative signals received later.” Lisa R. Anderson & Charles A. Holt, Information Cascades in the Laboratory, 87 Am. Econ. Rev. 847, 859 (1997); see also Don Ross, The Evolution of Individualistic Norms, in Cooperation & Its Evolution 17, 30–31 (Kim Sterelny et al. eds., 2013).
134. One example of an erroneous information cascade offered in the literature is a highly qualified job candidate performing badly in a job interview sparking “a series of
The concept is more formally understood in the following way. Agents must choose between two mutually exclusive alternatives: e.g. eat at restaurant A or at restaurant B.\textsuperscript{135} The model is sequential—agents decide one after the other and each agent is able to see the choices of all the other agents who decided before her. Each agent has a modicum of private information regarding the choice (i.e. which restaurant is better), but gives equal weight to their private and the public information. The first agent, relying only on her private information (because that is all that is available to her at this stage), chooses restaurant A (as her private information dictates). If the next agent’s private information also indicates that restaurant A is the better choice, then a cascade will occur. This is because the third agent will select restaurant A even if her private information indicated restaurant B (note that she gives equal weight to her private information and public information). However, let us assume that the second agent’s private information indicates that restaurant B is the better choice and so selects restaurant B. In this situation, the choices of the first and second agents negate each other with respect to their impact upon public information. The third agent will find herself in a condition of informational ignorance. As such, she will go by her private information. Her decision will then start a cascade because there is now a guarantee of public information for the fourth agent (i.e. a restaurant with two patrons versus another with only one). Thus, in either scenario a cascade will result. Siushil Bikhchandani et al. formally show that in a “fairly general setting with sequential choices . . . at some stage a decision maker will ignore his private information and act only on the information obtained from previous decisions . . . .” In the absence of external disturbances, so do all later individuals.\textsuperscript{136} This is an important insight with respect to China’s cyber-censorship regime.

This concept is relevant because self-censorship forms a core component of China’s censorial regime and, crucially, the precise boundaries of permissible speech are not clear.\textsuperscript{137} As such, there is always a degree of informational uncertainty regarding a great deal of speech. While the boundaries of permissibility may be clear with respect to extreme forms of contentious speech, the acceptability of so much public expression remains unclear.\textsuperscript{138} Along the margins of permissibility, the internet user’s private information is very weak. It is thus within this space that the boundary may be pushed ever so slightly, yet potentially triggering a cascade of uncensored online speech—a speech cascade. Speech cascades are rejections [which] can create a reverse cascade that eliminates many future job opportunities.” Anderson & Holt, supra note 133, at 847.

\textsuperscript{135} See Banerjee, supra note 128, at 798–99 (using a similar restaurant example).

\textsuperscript{136} Bikhchandani, supra note 128, at 994.

\textsuperscript{137} See Ford, supra note 3 (noting how legal vagueness “creates powerful incentives for cautious self-censorship”).

more thoroughly fleshed out in Section III.A. Before exploring the model more rigorously, however, let us consider how, given the structural characteristics of the Internet, the information cascade model is in fact even more robust with respect to online behavior.

C. Why Online Behavior Is Particularly Susceptible to Speech Cascades

Information cascades have been criticized, as have most economic models, as being an over-simplified, crude representation of reality. There is of course merit to this position. Human behavior is not always as systematic as economists like to portray it to be. However, the model, we argue, grows more robust in the context of online behavior. There are basic structural reasons for this. The result is that Internet-based communities are particularly susceptible to information cascades in the form of speech cascades.

1. Sequentiality and a Clearer Awareness of Other’s Behavior

Information cascades are open to criticism in that they assume perfect sequentiality with each agent able to observe the behaviors of all the agents before her. Actors make decisions sequentially, “with later people watching the actions of earlier people, and from these actions inferring something about what the earlier people know.” Yet situations that exhibit perfect sequentiality are in reality more the exception than the norm. The Internet, however, frequently exhibits sequentiality, with users behaving in a highly structured, usually sequential fashion. Indeed, it is often perfectly sequential. One need only glance at the standard layout of chat rooms, message boards, microblog posts, Facebook, and other social media platforms, email threads, and the comments to online articles to appreciate their sequential structure: commenters respond in a successive fashion, able to view previous comments. This is true for Internet chatter as a whole: each user has instant access, either in its entirety or

143. See Shiller, supra note 141, at 182–83 (arguing that sequential decision-making is in reality rare).
144. See, e.g., RICHARD HOLT, DIALOGUE ON THE INTERNET: LANGUAGE, CIVIC IDENTITY, AND COMPUTER-MEDIATED COMMUNICATION 15–16 (2004) (noting this sequential structure); PAUL C. ADAMS, ATLANTIC REVERBERATIONS: FRENCH REPRESENTATIONS OF AN AMERICAN PRESIDENTIAL ELECTION (2007) (arguing this structure is better conceptualized as a tree-diagram).
partially, to the past online behavior of other users. In the real world, agents do not always act in such a well-formatted sequential structure and commonly are not able to perfectly view the behavior of preceding agents. The original cascade model’s assumption that the behavior of all the previous agents is known is better approximated in an online setting. In this fundamental respect—sequentiality and a clearer awareness of the behavior of previous actors—the cascade model maps onto online behavior far more readily than it does onto other informational environments.

2. Connectivity and Speed

The information cascade model applies more robustly to Internet-based communities also in terms of connectivity. Indeed, the degree of hyper-connectivity the Internet affords is nowhere approximated in the real world. Moreover, this connectivity is presently experiencing explosive growth with the increased usage of smartphones and other internet-enabled mobile devices. The Internet is now in its second stage of development, “evolving from a data network connecting PCs with wires to a much broader network reaching a wide range of new portable devices such as mobile phones and tablet computers.” The highly interconnected nature of the Internet makes speech cascades even more likely to occur in that this connectivity enhances the transmission of information. What was once referred to as a global village has now arguably become a global living room: the collective chatter and discussion of large masses of people is occurring on a scale hitherto unimagined in human history. The breathtaking speed at which information can now be transmitted compliments this hyper-connectivity. This accelerated speed of communication amplifies the effect of an information cascade, making sudden normative shifts regarding what is acceptable online speech far more likely.

Indeed, in an age where a person can upload a video recording of a panda sneezing and the video is viewed almost a quarter of a billion times by people across the planet, the concept of information cascades and rapid political change needs to be completely reexamined in light of the

145. See, e.g., THOMAS L. FRIEDMAN, THE WORLD IS FLAT: A BRIEF HISTORY OF THE TWENTY-FIRST CENTURY 516–17 (2nd rev. and expanded ed. 2007) (noting that this connectivity has helped to “flatten” the world); see also Jyh-An Lee & Ching-Yi Liu, Forbidden City Enclosed by the Great Firewall: The Law and Power of Internet Filtering in China, 13 MINN. J. L. SCI. & TECH. 125, 126 (2012) (“There is no doubt that the Internet has unleashed vast information flows throughout global society.”).
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 transformative effect of internet technology.\textsuperscript{150} Billions of people now use the internet to communicate with stunning rapidity. It is a medium for transmitting information at lightning speeds totally unprecedented in human history and has radically changed the conduits of social connection upon which cascade theory was first based. Indeed, the implications of information cascades need to be critically reexamined (beyond the issue of online censorship). Trends in mass social behavior, driven by this previously unimaginable degree of connectivity, are susceptible to information cascades. This has deep socio-political and cultural implications that are, however, beyond the scope of this short discussion.

3. \textit{Bounded Rationality}

Another reason that suggests the information cascade model better maps onto online behavior is the limited knowledge of participants of their fellow netizens.\textsuperscript{151} The information cascade model assumes that actors are boundedly rational—that is, they make their decisions within a field of incomplete information.\textsuperscript{152} Each internet user is operating from a position of imperfect information regarding other agents. Users only see the online behavior of other agents but have no way of knowing if the actions of these other actors are predicated upon authoritative information. As such, users often assume (incorrectly) that other actors are working off of more perfect information and as such are inclined to interpret their behavior as conveying reliable information. Consider again the example of the two restaurants.\textsuperscript{153} The diner coming very late in the information cascade will tend to assume, just by seeing other diners, that the previous diners are acting on more perfect information—i.e. that they know the restaurant is of high quality. The more diners that are present, the more this impression is reinforced. However, the restaurant may not be of high quality at all. Perhaps the previous diners are themselves acting on incorrect information generated earlier in the information cascade.\textsuperscript{154} If the late-comer diner does not directly inquire about the decision process of all the other diners, she has no way of knowing that their decision to eat at that restaurant was merely

\textsuperscript{150}. One need only look to the impact of Internet communication in facilitating the events of the Arab Spring in 2010. For a deeper exploration of this topic, see Druzin & Li, supra note 25, at 3–4.

\textsuperscript{151}. Bounded rationality is simply the idea that actors’ decisions are limited by the information they have, the cognitive limitations of their minds, and the time available to make the decision. For early foundational work on the concept, see generally Ariel Rubinstein, \textit{Modeling Bounded Rationality} (1998); Herbert A. Simon, \textit{Models of Bounded Rationality: Economic Analysis and Public Policy} (1982); Daniel Kahneman, \textit{Maps of Bounded Rationality: Psychology for Behavioral Economics}, 93 Am. Econ. Rev. 1449 (2003); Herbert A. Simon, \textit{Bounded Rationality and Organizational Learning}, 2 Org. Sci. 125 (1991). For a fascinating and in-depth exposition on the importance of bounded rationality to a range of fields, including economics, cognitive science, and biology, see generally \textit{Bounded Rationality: The Adaptive Toolbox} (Gerd Gigerenzer & Reinhard Selten eds., 2002).

\textsuperscript{152}. See generally Bikhchandani, supra note 128.

\textsuperscript{153}. Banerjee, supra note 128, at 798–99 (using the same example).

\textsuperscript{154}. For a good, clear discussion of this and other problematic aspects of herd behaviour, see Shiller, supra note 141, at 181–83.
the result of an information cascade. This is precisely the case with online behavior. There is seldom any way of discovering the motivation of other internet users, and as such, a general impression that other agents are acting on bona fide information will tend to arise, particularly if we see the same behavior in very large numbers.

4. Better “Rational” Actors

One final point regarding the application of cascade theory to Internet behavior: Internet users are arguably better rational actors. This is because they are not overloaded with information. Information cascades assume a rational choice model; a cascade occurs because each actor rationally makes her decision based on the behavior of preceding actors. In the real world there is usually a host of variables that may reframe the information upon which a player is acting. For instance, an actor may attribute the fact that restaurant B is full of patrons not to the fact that the food is better, but rather to the fact that restaurant B’s sign is better lit, or that it is better decorated. This additional information may mitigate the impact of an information cascade. However, with respect to online bulletin boards, fleeting tweets, and brief social media posts, there is a relative paucity of information. Much context is stripped away. The behavior of others is typically reduced to a string of utterances or a reposting of images. Actors thus form their impressions based on the very narrow slice of information provided them.

Such a narrowly focused set of information is, arguably, more fertile soil for an information cascade in that in cyber-space a great deal of context—other actors’ motivations, external considerations, even tone—is absent from the stream of information upon which one bases one’s decisions. Behavior reinforced by the credibility of large numbers will levy a more powerful impact where there is less contextual information to go on. Put another way, it is easier to wrongly interpret information when there is less information being provided. While there is less “noise,” there is less information that may correct the mistaken inferences drawn from the information presented. Moreover, many challenge the assumption central to information cascades—that actors always reach decisions in a rational manner—arguing that social pressure also levies a powerful impact upon agents’ choices. The sanitized conditions of online behavior, where

---

155. See also Fewsmith, supra note 113. See generally Bikhchandani, supra note 128, at 994.

156. For a more precise definition of “noise,” see Edward P. Lazear & Michael Gibbs, Personnel Economics in Practice 390 (3d ed. 2015) (“Random fluctuations in a measured variable, usually output, that result from the inability to measure the relevant variable perfectly or from the inability to control the relevant variable perfectly.”).

157. See also John Sloom et al., Principles of Economics 46 (2013); Joseph Henrich et al., What Is the Role of Culture in Bounded Rationality?, in Bounded Rationality: The Adaptive Toolbox 343, 343–59 (Gerd Gigerenzer & Reinhard Selten eds., 2002) (noting the effect of culture on decision-making). See generally Shiller, supra note 141, at 181 (arguing that social influence also plays a role in “herd behavior”). Many have argued that an array of non-rational forces—social influences, cognitive biases, emotions—influence *homo economicus* (a rational and selfish individual with relatively stable prefer-
actors make decisions in physical isolation, minimizes the impact of social influence and other external factors that may otherwise stymie the emergence of an information cascade. Under such conditions, agents are arguably better “rational” actors.

A susceptibility to information cascades is thus structurally built into online interaction. While the potential for speech cascades is always present in the brick and mortar world, this potential is powerfully amplified online. The implications of this for the state’s ability to maintain censorial control over online speech is far-reaching. Let us now examine the concept of speech cascades in more detail and the potential impact of a sudden eruption of speech cascades.

III. The Anaconda Recoils: The Potential Collapse of Cyber-Censorship and with it the Chinese Regime

Ultimately, the cash value of the present discussion is this: given the possibility of information cascades, a cyber-censorship regime forced to rely on sustaining mass perceptions may be far less robust than it appears. We argue that the nature of online behaviour renders cyber-censorship structurally vulnerable to sudden collapse. Such collapse, we posit, may manifest as a sudden wave of such speech cascades, eventually giving way to a torrent of open speech where internet users, misinterpreting the online speech of other users, engage en masse in unrestricted online expression. This sudden opening of speech may have immense political implications for the Chinese regime. Whether such a course of events will actually unfold is uncertain. However, it remains important to note that its potential is clearly present in the case of China.

A. Drilling down on Our Model: A Sudden Eruption of Speech Cascades

The concept of speech cascades can be formally modeled; indeed, it has already been formally modeled in the cascade literature. We need only substitute certain variables: the two mutually exclusive alternatives are to self-censor or not to self-censor. That is, to engage in what, for


158. The uncertainty of making predictions regarding the impact of large-scale speech cascades is considered more deeply later in the discussion. See discussion infra Section III.D.

159. For a formal model of information cascades, see Bikhchandani, supra note 128.
expository convenience, we may call closed speech (self-censored speech) or open speech (speech that is not self-censored). The private information is the knowledge that some speech is not acceptable; the public information is the online behavior of others. In our model, we distinguish between speech bandwagons and speech cascades.\footnote{160} A speech bandwagon entails a stream of actors engaging in a comparable degree of open speech without, however, implying a further escalation in open speech. A speech cascade occurs where multiple successive speech bandwagons erupt quickly and entails an overall escalation in open speech, which may occur quite swiftly. For our model to work, we assume that certain characteristics of Chinese Internet users hold steady. Because we are speaking here of such large numbers (800 million and counting\footnote{161}), we believe we are justified in assuming the following characteristics to be consistently present across the broad sweep of China’s Internet users: (1) a significant number of China’s internet users would prefer to engage in more open speech but do not and instead engage in self-censorship;\footnote{162} (2) some of these actors (this may be a small minority) are willing to test the limits of acceptable expression (we call this category of actors speech entrepreneurs\footnote{163}); however, (3) the extent to which these actors are willing to push the limits of acceptable expression is trivial—very few are willing to test the boundaries of permissibility to any significant degree (the model does not require such risk-takers).\footnote{164} So long as these assumptions hold true, speech bandwagons should sporadically form given the structural properties of Internet communication\footnote{165} and the nature of China’s cyber-censorship regime. This may culminate in a sudden eruption of open speech in the form of speech cascades, causing millions to doubt their previously-held understanding of the permissibility of certain forms of speech and instantly question what exactly the “rules” are.

All the basic structural constituents for the emergence of speech cascades are in place. China’s reliance on legal and regulatory ambiguity to generate a chilling effect and encourage self-regulation, while a highly effective strategy, is also a fundamental vulnerability. Because the precise boundaries of permissible speech are left vague, a pervasive uncertainty

\footnote{160. We conceptually draw on Cass R. Sunstein’s distinction between “norm bandwagons” and “norm cascades.” According to Sunstein, norm bandwagons “occur when small shifts lead to large ones, as people join the ‘bandwagon’; norm cascades occur when there are rapid shifts in norms.” Cass R. Sunstein, Social Norms and Social Roles, 96 COLUM. L. REV. 903, 909 (1996).}
\footnote{161. See infra note 211.}
\footnote{163. We borrow this from Cass R. Sunstein’s term “norm entrepreneur.” See Sunstein, supra note 160, at 909.}
\footnote{164. THOMAS LUM ET AL., CONG. RESEARCH SERV., R42601, CHINA, INTERNET FREEDOM, AND U.S. POLICY 2 (2012).}
\footnote{165. See discussion supra Section II.C.}
exists regarding the acceptable limits of expression. While the average internet user has a general understanding of what is and is not acceptable speech, at the margins these standards become unclear. Chinese internet users thus naturally look to others to ferret out what exactly is permissible, tending to assume that consensus conveys reliability (an unfounded assumption). Ironically, this leads to a situation where everyone is looking to everyone else for accurate information. This lack of certainty renders the system inherently susceptible to speech cascades: a speech entrepreneur, pushing the boundaries of acceptability, is well-positioned to trigger a speech bandwagon. Speech bandwagons can grow into speech cascades, building quickly and surging like a wave across social media and microblogging sites. The impact of a speech cascade will be especially strong for someone entering the cascade fairly late in the game. As in our example above of the late-comer patron who is highly inclined to eat at restaurant A being persuaded to nevertheless eat at restaurant B, even an internet user highly inclined to engage in closed speech may be persuaded by the numerical strength of a speech cascade to engage in open speech.

A single speech bandwagon will not radically press back the limits of acceptable Internet speech. It will produce a slight escalation in open speech but will eventually subside. The situation grows more serious, however, where speech cascades erupt. In such cases, a bandwagon will spawn additional bandwagons of increasingly open speech. The model assumes that even users willing to challenge the limits of permissible speech will not do so if it represents a significant departure from their understanding of what is deemed acceptable by the censors. As such, each speech bandwagon will only shift perceptions of acceptability to a very minor, almost negligible degree. However, while each speech bandwagon only incrementally moves the boundaries of perceived permissibility, the process can, in theory, quickly build on itself. Each successive speech bandwagon widens the borders of permissible speech ever so slightly but repeatedly so that the boundaries of what is perceived as acceptable quickly recede.

Figure 1. The figure below illustrates a speech cascade, depicting four cascade levels (each number refers to the cascade level). The initial speech bandwagon spawns additional speech bandwagons, which each in turn generate more bandwagons. This need not be one bandwagon to two bandwagons as illustrated below; the number of bandwagons might jump from

---


167. This is psychological phenomenon is known as social proof (also known as informational social influence): the tendency of agents to adopt the actions and views of others so as to reflect correct behavior, a tendency that is especially prominent in ambiguous situations where people are unable to determine the appropriate behavioral rules. For foundational empirical work on this subject, see Herbert C. Kelman, Compliance, Identification, and Internalization: Three Processes of Attitude Change, 2 J. CONFLICT RESOL. 51, 59 (1958).

168. See infra Table 1.
one bandwagon directly to three or a greater number of bandwagons. The result is that a speech cascade may grow extremely quickly. These cascades may involve anywhere between a mere handful of people to literally millions of actors. The degree of expression at each cascade level in the figure grows less self-censored. At each level, a speech entrepreneur pushes the acceptable boundaries of public expression a little further, triggering a new bandwagon of more open speech.

The reader should note that the above diagram is simplified for expository clarity. Reality is of course far messier and a cascade will likely unfold in a less linear, coherent fashion. Indeed, a speech cascade may manifest with such dizzying complexity that the exact pathways of interconnection may be impossible to chart. Moreover, not every level of a cascade will necessarily generate an escalation in open speech (as it does in Figure 1); however, the presence of speech entrepreneurs ensures an inevitable escalation in open speech so long as the cascade grows sufficiently large. Another important point is that a speech cascade may manifest on any scale of analysis: the above illustration may be understood as involving several dozen agents or several million. However, at any scale, a transition to fully open speech can occur swiftly as perceptions shift. Each speech bandwagon will further push back the perceived boundary of permissible speech as people misinterpret the previous bandwagon as reliably signaling that a wider ambit of public expression is now acceptable. Each bandwagon level in the diagram connotes a minor escalation in open speech. A more technical explanation is as follows: Bandwagon 1 conveys speech X, where X represents a certain modest degree of open speech. Speech entrepreneurs in Bandwagon 2, assuming speech X as now acceptable, engage in speech X+1, where 1 represents an incremental escalation of open speech. Speech entrepreneurs in Bandwagon 3, building off of Bandwagon 2, then

169. Larger aggregates of speech cascades linked together in different configurations of interconnection may emerge. Such interconnected eruptions may form a matrix of stunning complexity.

170. For discussion of availability cascades, a related concept, see Timur Kuran & Cass R. Sunstein, Availability Cascades and Risk Regulation, 51 STAN. L. REV. 683, 683 (1999) (positing that individuals imitate others because they take the availability of information as an indication of its reliability; thus the more prevalent the view is in the public discourse, the more people will be inclined to subscribe to it).
employ speech X+2. Likewise, Bandwagon 4 involves speech X+3. This process reiterates until fully open expression is attained.

A speech cascade will yield a synergistic effect, powerfully distorting public information regarding the limits of expression. Even an internet user extremely hesitant to test the boundaries of online expression may feel emboldened to do so in the wake of a speech cascade. If unchecked, at a certain point this “flow” of speech becomes very difficult to stanch.\textsuperscript{171}

By changing the perceptions that underpin self-censorship, a sudden eruption of large-scale speech cascades may critically weaken, and possibly collapse, China’s control over its internet. The process may be clearer if we construct an example involving a small number of agents. Imagine a group of twenty people in a public setting with well-established speech norms—say colleagues in the office of a prestigious law firm. In this example, a large number of these all-white colleagues are closeted racists. Although never explicitly stated, it is understood by all the colleagues that racist speech is unacceptable in the office. One worker, however, laughs at a racist joke made by a visitor. After a brief moment of stunned silence, many of the other colleagues also laugh (Bandwagon 1). Another worker follows this with a slightly racist comment with many of her colleagues agreeing (Bandwagon 2). Another worker then makes an even more racist comment, which is received positively by the workers and further discussed (Bandwagon 3). Emboldened by these speech bandwagons, many of the other workers may then begin to openly express racist views, giving way to a full-blown speech cascade, each racist speech bandwagon becoming more brazen than the last. While this example involves only twenty people, it may just as easily involve twenty million. It makes no difference so long as the agents are able to communicate. The core dynamic is the same. Again, the potential speed at which a sudden eruption of speech cascades could in theory unfold should be appreciated.

In an effort to explain the occurrence of dramatic shifts in commonly held societal norms, some theorists refer to a tipping point\textsuperscript{172} being
reached that triggers a sudden rush towards a new behavioral norm in an abrupt and punctuated fashion. Cass R. Sunstein among others has put forward the concept of a “norm cascade” to explain sudden changes in social norms. The concept of norm cascades addresses sudden cultural shifts, such as the fall of communism and the attack on apartheid in South Africa. Robert Ellickson describes a norm cascade in the following manner: “[I]n the paradigm case an upstart norm starts slowly, gains momentum, and culminates in a triumphant rush. Various authors refer to a tipping point being passed, to an equilibrium changing not gradually but in punctuated fashion, or to a cascade being triggered.” The structure of online discourse, specifically the hyper-connectivity and speed at which communication occurs, renders cyber-space particularly hospitable to cascades.

B. Speech Entrepreneurs and the Spontaneous Emergence of Online Protest

In the norm cascade model, bandwagons are spurred on by “norm entrepreneurs,” individuals who challenge the normative standards embraced by their society. In a similar fashion, highly vocal online commentators, such as influential voices on popular microblogging sites, may function as speech entrepreneurs. Such actors, in challenging the acceptable limits of online expression, if only modestly, may spark sudden spontaneous bandwagons of open speech. Many of the popular commentators on China’s microblog sites are “online celebrities whose millions of fans read, discuss and spread their outpouring of news and opinions, plenty of which chastise or ridicule officials.” These influential com-

tipping points in riot behaviour). For the very accessible, interesting, but decidedly non-academic treatment which helped to popularize this idea, see MALCOM GLADWELL, THE TIPPING POINT: HOW LITTLE THINGS CAN MAKE A BIG DIFFERENCE 7–9 (2000).
175. Sunstein, supra note 160. In Sunstein’s view, a norm cascade is primarily driven by a combination of information heuristics and reputational motivations, inducing individuals who might not genuinely adhere to the norm to abandon the previously held norm and jump on the bandwagon, which then furthers the trend. The present model focuses only upon information heuristics.
176. See Ellickson, supra note 174, at 51.
177. Sunstein, supra note 160, at 909.
mentators are known as “Big Vs,” meaning big voices but a play on “verified accounts” (registered identities). These speech entrepreneurs may wield tremendous social influence by producing speech cascades: “a Big V microblogger can transform an otherwise obscure issue—a land dispute in a village, graft by a small-town official—into a subject of passionate national discussion and a headache for the government.”

The ability of users to repost has an especially profound impact because of its exponential character. For instance, assume one blogger has 100 followers and each of these followers in turn has 100 followers; if each of the blogger’s followers were to repost a message, this would generate 10,000 reposts. If this is repeated one more degree, one million reposts are produced. At three degrees (three clicks), 100 million reposts are in theory possible. Moreover, a fact most non-Chinese speakers do not realize, while 140 characters in English (the limit for a post on most microblogs) limits the depth of information a post can contain, 140 Chinese characters can convey a considerable amount of information and nuance. Chinese does not even require spacing between words. With the ability to upload photos and video clips, broadcasting and dissemination capability of microblogging “has surpassed TV media.” Some online bloggers “have become more influential than certain state media organs . . . . Weibo is so fast, and the velocity and breadth of the transmission of information is just so much greater now than it is in newspapers and even on TV.” Indeed, Sina Weibo has evolved into “a raucous forum, instantly spreading news and views in brief messages that can flit past censors.” Launched in 2010 after Chinese authorities banned Twitter, by fall of 2013, the popular microblogging site boasted more than a half a billion registered users with 100 million messages posted daily. It is currently the fifth most visited site on China’s Internet. As of fall 2013, Sina Weibo listed “347 users with more than five million registered fans

179. Id.

180. Id.

181. Yanqi Tong & Shaohua Lei, Social Protest in Contemporary China, 2003-2010: Transitional Pains and Regime 156 (2014). The power of exponential growth is captured in the concept of “six degrees of separation”; the idea that at most every human being is only six steps away in cross-association from any other person. See Jeffrey Travers & Stanley Milgram, An Experimental Study of the Small World Problem, 32 Sociometry 425, 425–26 (1969).

182. Tong & Lei, supra note 181, at 157.

183. Buckley, supra note 178.

184. Id.

185. China Employs Two Million Microblog Monitors State Media Say, BBC (Oct. 4, 2013), http://www.bbc.com/news/world-asia-china-24396957. However, these numbers have since declined.

186. Top Sites in China, Alexa, http://www.alexa.com/topsites/countries/CN (last visited Mar. 12, 2016). Sina Weibo, however, has seen a decline in users, which many attribute to restrictions introduced by the state, such as requiring users to register their real names before making posts, a five-strike rule that suspends users after five objectionable posts, and a crackdown on “online rumors.” See, e.g., Charles Cluster, The Demise of Sina Weibo: Censorship or Evolution?, FORBES (Feb. 4, 2014), http://www.forbes.com/sites/ccuster/2014/02/04/the-demise-of-sina-weibo-censorship-or-evolution/.
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each; each of the top five has more than 50 million.” 187 The emergence of these opinion leaders is arguably the most significant feature of microblogging. 188 Given this, it is not surprising that the emergence of microblogging is a cause of particular concern for authorities.

For the unpersuaded reader, there are numerous high-profile examples of online speech cascades. To be sure, speech cascades are occurring continuously on China’s Internet. While most of these erupt and dissipate without being clearly identified and as such are soon forgotten, many large-scale speech cascades of a political nature have surged across China’s Internet in recent years. Speech cascades of this nature have in fact become so common that the term “large-scale internet mass incident” (an awkward but accurate translation of the Chinese descriptor) has been used to describe online protests that censor official corruption and government failures. 189 These are events marked by Internet discussion critical of government officials or policies with more than a one million click rate. 190 More commonly, the phrase “Internet event” is employed. 191 Hardly a year passes now without multiple Internet events occurring. 192 In recent years, many Internet events were initiated by opinion leaders on microblogging forums, such as Weibo. 193 The most influential events “tend to take spontaneous forms, with large numbers of internet users participating simultaneously but without coordination.” 194 Where large-scale spontaneous patterning emerges, there is usually an underlying structural cause. In this case, speech cascades explain how such collective behavior may spontaneously arise. Below is a table listing major online speech cascades. The reader will note that the majority of these generated a measurable impact offline.

Table 1 List of large-scale ‘internet events’ from 2004–2011

2004  Online protests erupted in response to the light sentencing of the wife of a wealthy businessman who, after having her BMW scratched by a tractor, ploughed through a crowded street of pedestrians, killing one woman and injuring many more. 195 Accusations of corruption spread online with over 70,000 online posts. 196

---

187. Buckley, supra note 178.
188. Tong & Lei, supra note 181, at 166–67.
189. Id. at 146–73; see also Yanqi Tong & Shaohua Lei, Creating Public Opinion Pressure in China: Large-Scale Internet Protest 3–4 (EAI Background Brief, Paper No. 534, 2010).
190. Tong & Lei, supra note 181, at 146.
193. Tong & Lei, supra note 181, at 151.
194. Yang, supra note 192, at 32.
Eventually, a chief investigator and a district judge were arrested and the online furor subsided.197

2005 An online petition campaign sprung up on China’s Internet to protest Japan’s bid to become a permanent member on the UN Security Council.198 Within a few weeks over forty-one million signatories were collected online.199 Initially encouraged by authorities, the protests spilled offline with many anti-Japanese marches escalating into full-scale riots. Chinese authorities moved to deflate the protests’ momentum.200

2006 Online protest erupted in response to the closure of Peking University’s bulletin board system (BBS), at the time the largest in China.201

2007 Demonstrations against a chemical factory project in Xiamen were mobilized online.202

2008 Video of a former communist party chief and deputy director of the Shenzhen Maritime Safety Administration attempting to molest an eleven-year-old girl in a restaurant sparked public outcry online. The official was eventually relieved of his position.203

2008 A China Central Television (CCTV) report on the need for Internet restrictions featured a story involving an elementary school student who allegedly stumbled upon Internet pornography.204 Accusations that the story was staged proliferated online. Condemnation eventually decried all CCTV reporting as propaganda.205

2009 An Internet meme and image of a fictional animal called a “grass-mud horse,” a parody of government Internet censorship, swept China’s Internet, going viral.206

2009 Netizens expressed outrage that a woman who stabbed to death a government official while being sexually assaulted by a group of officials was charged with homicide.207 The online uproar forced authorities to eventually punish the officials involved.208

2009 Online anger flared over the initiative to install filtering software (Green Dam Youth Escort software) on all personal computers sold in China, eventually leading to the indefinite suspension of the pro-


197. See Tam, supra note 26, at xiii-xiv.


200. See Weiss, supra note 198, at 140.

201. Yang, supra note 191, at 444.

202. Id.


204. Id. at 138.
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206. See Wines, supra note 171.

207. Herold & Marolt, supra note 10, at 137.
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posal. 209

2009 The death of a prisoner while, prison officials claimed, “playing
peek-a-boo” with other inmates triggered an explosion of online
criticism of the police. 210  The term “playing peek-a-boo” became a
popular online phrase for police corruption.  In response, authori-
ties began an overhaul and investigation of the prison system. 211

2009 An Internet meme, “Jia Junpeng, your mother wants you to come
home for dinner,” swept across China’s Internet. 212  Microbloggers
soon appropriated the phrase as a political symbol. 213

2010 Online protests against Chinese Internet censorship sprang up in
the wake of Google’s decision to withdraw from China. 214

2011 Online discussion surrounding the collision of two high-speed
trains in Wenzhou, unreported by state media, quickly escalated
into widespread indignation on China’s microblogs. 215  Within two
days, 5.3 million posts emerged on Sina microblog. 216  The event
illustrated that “the speed with which information can be circulated
defies the keyword-based filtering that Chinese authorities use to
censor the Internet.” 217

2011 Demands to relocate a damaged chemical plant were “enabled by
the speed of the Internet and the number of people using it.” 218
One day after discussions surged online, 12,000 demonstrators
converged in Dalian.  Censors were unable to delete posts quickly
enough to prevent the offline protests. 219

Note. The table lists selected examples of public anger rapidly gathering momentum
through online discussion. These “Internet events” represent large-scale online speech
cascades. Data on Internet events post-2011 are less reliable and so these are omitted
from the table.

The real-world complexity of these events makes it difficult to discern the
number of speech bandwagons involved with each Internet event. Given
the degree of open speech involved, these events are undoubtedly large-
scale speech cascades involving numerous speech bandwagons of differing
degrees of open speech. The 2008 CCTV report on Internet pornography
illustrates this well. This Internet event involved successive waves of

209. See Tong & Lei, supra note 181, at 154.
210. Id.
211. Id.
212. David Pierson, China’s Favorite Internet Craze: ‘Jia Junpeng, Your Mom Is Calling
sep/05/business/la-china-internet-fad5.
213. See Yang, supra note 191, at 440–41.
214. Id. at 444.
215. Xiaowen Xu, Internet Facilitated Civic Engagement in China’s Context: A Case
Columbia University) (on file with the Columbia University Library System).
216. Id.
218. Id. at 108.
219. Id.
speech bandwagons that escalated into open speech.\textsuperscript{220} Accusations of lying were initially leveled only at the student.\textsuperscript{221} However, these attacks soon escalated with online outrage turning towards the CCTV journalist responsible for the broadcast.\textsuperscript{222} Eventually, netizens "broadened their attacks to condemn all reporting on CCTV as biased, propaganda-based, or simply lies."\textsuperscript{223} This event illustrates the way a speech cascade can escalate, in this case from condemnation of a young schoolgirl to the central news outlet of the Chinese Communist Party.

A defining characteristic of all these Internet events is the speed and an increasing willingness of netizens to engage in more brazen levels of open speech. These appear to be largely "spontaneous responses to offline injustices or are launched by individuals. These forms of protest depend crucially on the Internet network structures, where . . . a single posting has the chance of wide circulation."\textsuperscript{224} While it is difficult to quantify with perfect certainty because many less conspicuous "internet events" go unrecorded, such events appear to be growing in both frequency and influence.\textsuperscript{225} Increasingly, authorities see Internet events as precarious outpourings of public sentiment that need to be monitored, contained, and diffused.\textsuperscript{226} There is considerable academic discussion as to why these events occur.\textsuperscript{227} The present model is useful in that it can explain the sudden and convulsive nature of Internet events. China's Internet is a vast restless sea of millions, reasonably calm on the surface yet coursing with powerful cross currents and eddies of speech that, whipped up by information cascades, intermittently surge suddenly into massive waves of spontaneous, open expression.

C. Censorship as Public Information and China’s Increasing Reliance on Self-regulation

The good news for authorities is that information cascades are fragile. They can be easily derailed by the arrival of new public information.\textsuperscript{228} For example, seeing a diner from restaurant B (the one full of patrons) rushed to the hospital with food poisoning will disrupt an information cascade suggesting that restaurant B serves better food. The prospective diner’s misinterpretation of restaurant B’s busy appearance as signaling reliable information is at once corrected. Conformity "is brittle. The arrival of a little information . . . can shatter an informational cascade."\textsuperscript{229} It

\textsuperscript{220.} See HEROLD & MAROLT, supra note 10, at 138 (discussing the 2008 event).
\textsuperscript{221.} Id.
\textsuperscript{222.} Id.
\textsuperscript{223.} Id.
\textsuperscript{224.} YANG, supra note 192, at 32.
\textsuperscript{225.} Id. at 30.
\textsuperscript{227.} See Xu, supra note 215.
\textsuperscript{228.} Bikhchandani, supra note 128, at 994.
\textsuperscript{229.} Id.
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is therefore not difficult to short-circuit an information cascade: “[t]he release of a small amount of public information can shatter a long-lasting cascade . . . .”230 The new public information “needs only to offset the information conveyed by the action of the last individual before the start of the cascade, even if millions subsequently imitated.”231 While a speech cascade can grow quickly, it is not a highly stable equilibrium.

Cascades of open speech are themselves just as vulnerable to changes driven by the government censors turning up at the other restaurant, and thus quickly changing again the collective behavior. As such, censorship’s fragile grip on the internet is equally free speech’s fragile grip on the internet. Indeed, the Chinese authorities appear to be doing precisely this—they have adopted a strategy of containing speech cascades as soon as they form.232 For example, evidence has shown that censors are using “soft control methods” to proactively direct the flow of online discourse to forestall the emergence of speech cascades.233 As early as 2004, authorities introduced armies of “internet commentators” to guide and redirect online opinion by “writing responses to postings and joining the debates.”234 Their mission is to covertly guide the direction of the debates . . . .”235 Some estimates put the number of these internet commentators as high as 250,000–300,000.236 However, extinguishing a speech cascade once it has gathered considerable momentum is not so simple.

If a speech cascade is not quickly extinguished, it may spawn multiple waves of speech bandwagons, each further pressing back the boundaries of permissibility (see Figure 1). Herein lies the danger for China’s censors—to prevent escalation, they must consistently and swiftly disband speech cascades as soon as they form. As one theorist notes:

If an incident sparks enough interest and outrage it will be shared rapidly between users of platforms . . . . Once interest reaches a certain point and the issue has gone viral, visibility becomes self-perpetuating as the mere fact that an issue has become the most commented-on gives it additional visibility that will again increase the number of times it is seen and shared.237

The longer a speech cascade continues the greater the chance it will spawn other cascades. Direct censorship in the form of the scrubbing of contentious speech from the Internet is therefore critically important. Each instance where such content is not removed sends a signal regarding the

230. Id. at 1005.
231. Id. at 1006.
232. See supra notes 200–04 and accompanying text.
235. See id.; see also Ingrid D’Hooghe, China’s Public Diplomacy 55 (2015).
236. Id., supra note 235, at 55.
acceptable limits to expression. As such, it should not be a surprise that authorities exert a disciplined effort to remove such content; not because discrete instances of open speech are so damaging, but rather because they can affect public perceptions and therefore increase the likelihood of large-scale speech cascades.\footnote{238. See id. (discussing “how viral grievances can elicit responsive reactions from the state rather than repressive ones”).} Indeed, censorship—particularly its online variant where conditions are heightened and amplified—is perhaps best understood as a form of marketing. The adage “kill the chicken to scare the monkey” takes on new meaning when dealing with a highly interconnected audience of hundreds of millions.

The government legally requires website administrators to employ “in-house” censors—colloquially referred to as “cleaning ladies” or “big mamas,”—to “screen for and quickly remove offensive material from bulletin boards and chat rooms.”\footnote{239. Shanbi Kalathil & Taylor C. Boas, Open Networks, Closed Regimes: The Impact of the Internet on Authoritarian Rule 26 (2003); see also supra notes 47–50 and accompanying text.} These censors are good at their jobs. Researchers have found, for example, that nearly thirty percent of objectionable posts on Sino Weibo are “gone within [five to thirty] minutes and [ninety] percent are gone within [twenty-four] hours” and that these “censors take an especially dim view of posts that go viral . . . .”\footnote{240. How to Get Censored on China’s Twitter, Propublica (Nov. 14, 2013, 11:19 AM), http://www.propublica.org/article/how-to-get-censored-on-chinas-twitter; see also Yuezhi Zhao, Communication in China: Political, Economy, Power, and Conflict 32 (2008).} While Chinese authorities are unlikely to be thinking in terms of information cascades, their logic is intuitively in line with the concept—dissent unsilenced has the potential to spiral out of control. It is telling that the millions of people scrutinizing online public opinion are reported as employing software that “tracks how widely a topic is being discussed by counting the number of comments and shares. When the score reaches [forty] out of [one hundred], the system will send an alert.”\footnote{241. Hunt & Xu, supra note 59.}

Such levels of discourse around the same topic—particularly if it is a sensitive topic with which authorities are likely uncomfortable—may indicate the emergence of a speech cascade. In September 2013, China’s highest court issued guidelines, instituting penalties for those guilty of online “rumors and slander.”\footnote{242. See Buckley, supra note 178.} Such penalties may include up to three years in prison for a slanderous message forwarded more than 500 times or read more than 5,000 times.\footnote{243. Id.} It is interesting that numbers of this kind are attached to the offense, as this is not the case with criminal libel under American law.\footnote{244. Criminal libel, while technically on the books in many U.S. states, is in fact rarely enforced nowadays. Most libel cases are now civil wrongs. See Markus D. Dubber & Tatjana Hornele, Criminal Law: A Comparative Approach 411 (2014). Seventeen states and two territories have criminal defamation laws. Colorado (Colo. Rev. Stat.}
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respect to assessing damages, a precise number of recipients is not an element of the crime.245 Indeed, there may be other motivations here. The act of forwarding a message that tests the boundaries of permissibility signals tacit agreement with its content, and when such a message is read over 5,000 times, an information cascade could be forming. If action is taken early, information cascades are collapsible. The task is thus one of vigilance and speed of response.

Yet going forward, this may become increasingly difficult to achieve. Internet usage in China is increasing at a fast rate.246 In 2008, China’s internet users numbered 253 million, approximately a fifth of the population.247 As of the end of 2013, the number of users in China stood at approximately 618 million, a staggering twenty-seven-fold increase from 23 million in 2001,248 and a 9.5% increase over 2012.249 China’s Ministry of Industry and Information Technology (MIIT) has projected domestic internet usage to climb to 800 million by end of 2015.250 This is a truly staggering number considering that a vast swath of China’s population remains rural and poor. Advancing Internet technology, growing connec-
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tivity, new telecommunication devices such as smartphones and other electronic devices, along with ever higher literacy rates have lent new momentum to people-to-people communications in China.

While China’s firewall is formidable, the problem for authorities is that as more Chinese come online, strategies of direct censorship that rely on technological methods of Internet control, such as scrubbing the Internet of contentious speech, will become increasingly more challenging to comprehensively perform. Such an approach will increasingly become like a game of “Whack-a-mole”: censors will extinguish an emerging speech cascade only to have many more “pop up.” As a result, Beijing may be forced to rely increasingly on self-regulation to keep things in check. Indeed, there may be indications that Beijing, faced with a surging Internet population, is already being forced to choose its battles more carefully.

Recent empirical work confirms what has been anecdotally reported for a while now: Chinese authorities are not censoring all online discussion critical of the government—a healthy degree of criticism of the government is in fact not being censored. Researchers analyzed the content of millions of Chinese social media posts before Chinese authorities discovered, evaluated, and censored those they deemed objectionable. The researchers then observed which posts were censored. The study concluded that authorities are now primarily targeting online discussion that may produce public protests or other forms of collective action. Censors are no longer attempting to “prune” all forms of online expression. It is likely that authorities are growing increasingly aware of their inability to censor all forms of contentious speech and so have chosen instead to concentrate their efforts in a more targeted fashion. If China is facing an increasing strain on their ability to directly censor online speech, it makes perfect sense to maximize their censoring capability by being more selective as to where they apply their efforts. Indeed, what we may be witnessing is a form of censorial triage. This relaxation in censorship, however, injects even greater uncertainty regarding the exact boundaries of acceptable expression and, as such, increases the likelihood of speech cascades that might culminate in a massive eruption of open speech. The consequences of such an event are difficult to predict.
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E. What Are the Potential Consequences of a Large-scale Eruption of Speech Cascades?

Despite the challenge of predicting the socio-political implications of a large-scale eruption of speech cascades, we are left to wonder what are the possible scenarios for political change or the lack thereof. To that end, this concluding section considers three scenarios. The first is a scenario in which a sudden eruption of speech cascades culminates in the complete disintegration of Beijing’s political control. This is the most consequential and perilous scenario. The second scenario is where even a sudden outpouring of open online speech does not translate into offline political dissent, and as such produces no offline impact. The third scenario lies somewhere between the first and second—online speech cascades generate offline demands for political reform and in order to pacify public dissatisfaction the state provides modest political accommodation. For the reader asking why speech cascades are potentially so important, it is this: a collapse of China’s cyber-censorship regime could escalate into a “real-world” collapse of political control. Let us consider this scenario first.

1. Scenario One: Political Transformation

The danger for China is a scenario where online speech cascades trigger substantial collective action of a political nature offline. The unique viral nature of Internet communication combined with the colossal size of China’s Internet and the increasing reliance on self-regulation may result in a massive and sudden shift in norms related to open speech. It may not simply be a matter of letting a hundred flowers bloom; it may be a matter of letting one billion flowers instantly bloom. And this may take shape with stunning speed. Small shifts in the perceptions of some networks of actors linked together in online discourse can rapidly spill out and “infect” other networks of actors, igniting a sudden torrent of perceptual change. If this shift in perceptions cannot be quickly realigned, it may pick up a head of steam, becoming impossible to contain. Changes in perceptions will build on previous shifts and in turn become the catalyst for further change. Censorship norms might collapse more quickly than anyone might anticipate. It is extremely difficult to predict the socio-political consequences of such a large-scale sudden cultural shift. A sudden col-

---

257. The phrase “let a hundred flowers bloom” comes from a famous proclamation of Mao Ze Dong: “The policy of letting a hundred flowers bloom and a hundred schools of thought contend is designed to promote the flourishing of the arts and the progress of science.” See Greg Austin, Cyber Policy in China 20 (2014). Mao Ze Dong made the statement in reference to what is known as the “Hundred Flowers Campaign.” The campaign encouraged Chinese citizens to openly express their opinions of the government. However, this flirtation with liberalization was extremely short-lived: “The campaign was suppressed almost as soon as it had been put in place and those who spoke out, many within the CCP, were jailed or persecuted.” Id.

lapse of China’s cyber-censorship regime may translate into a “real-world” collapse of political stability—potentially threatening the political survival of the CCP.

The socio-political consequences if this should come to pass may be far-reaching. Indeed, there is historical precedent here. Consider the collapse of the Berlin Wall. What began as tiny protests in Leipzig, Germany, grew in numbers as demonstrators, acting on the openly defiant behavior of protesters from the previous week, converged each Monday over the course of a year.259 This was an information cascade.260 By the fall of 1989 “the marches had grown to tens of thousands of people. In October the number grew to better than a hundred thousand. On the first Monday in November, 400,000 people turned out in the streets of Leipzig.”261 By the evening of November 9, 1989, the Berlin Wall was being dismantled and the German Democratic Republic had flung open its borders.262 The world watched in shock, dumbfounded at how quickly events had unfolded.263 A more recent example of the political impact of information cascades is the events of the Arab Spring. Beginning in January 2011, a sudden flood of public protest swept across much of the Arab world, toppling long-ruling autocratic regimes in Tunisia, Egypt, and Libya, and sparking bloody demonstrations in Bahrain and Yemen.264 Protests soon sprang up in Syria, dragging that country into a bloody civil war that continues to rage as these words are written. The use of social media such as Twitter and Facebook played a decisive role in propelling these events forward.265

The toppling of the regime of Hosni Mubarak in Egypt in early 2011 is now widely described as the “twitter revolution” because of the use of Twitter, Facebook, and other social media by protest groups to mobilize their

261. Id.  
263. The speed at which information cascades can occur is discussed at length below.  
264. Sean Aday et al., New Media and Conflict after the Arab Spring, 80 Peaceworks 1, 3 (2012).  
265. For a good discussion regarding the exact role of social media with respect to the Arab Spring, see Mohammad-Munir Ash, The Usage of Social Media in the Arab Spring 23–28 (2014); Philip Hopward & Muzammil Hussain, Egypt and Tunisia: The Role of Digital Media in Liberation Technology, in Social Media and the Struggle for Democracy 110 (Larry Diamond & Marc F. Plattner ed., 2012). There is now a sizable body of literature on the implications of the Internet on democratization and governance. For a crisp overview of the evolution of this literature as it relates to China, see Jiang, supra note 8, at 5–8. For recent book-length treatments, see generally Joseph Y. S. Cheng, Whither China’s Democracy? Democratization in China Since the Tiananmen Incident 177–214 (2011) (examining the potential for Internet based-democratization among other issues facing China); Peter Ferdinand, The Internet Democracy and Democratization (2013) (examining the tendency of Internet use to create new political communities in democracies and authoritarian regimes); Kalathil & Boas, supra note 239 (analyzing the ways in which the Internet may lay the basis for political change).
opposition. Information cascades that spurred public expressions of political opposition were “particularly noticeable in Tunisia and Egypt, whereby . . . ‘early movers sent a signal to a generally sympathetic public of the value of joining in.’”267 The protesters who converged on Tahrir Square in central Cairo maintained a strong online presence that generated an information cascade.268 In the case of China, liberal visions of a Chinese democracy suddenly blossoming forth may be Pollyannaish (as they were with the Arab Spring). If the stitching that holds together 1.3 billion people were to abruptly split apart, the consequences are highly unpredictable. Indeed, the literature related to the cascade model cites the sudden changes in public opinion that triggered unexpected revolutions, such as the French revolution in 1789, the Russian revolution in 1917, and the Iranian revolution of 1977–1978—events all marked by tremendous violence and social upheaval.269 Given the colossal size of the Chinese population, a sudden eruption of speech cascades leading to abrupt social transformation—possibly in the form of regime change—may very well prove disastrous for all stakeholders.

2. Scenario Two: Political Inconsequence

And yet we can also tell another story: the supposition, that the Chinese people will rally for political change merely because they are afforded the opportunity, may be fanciful. Whether contentious online speech will necessarily translate into offline dissent remains a much debated point among scholars.270 The notion that the Internet is destined to spearhead democratization, so commonplace in the early years of the Internet, has so far proven grossly short-sighted, at least with respect to China.271 Many
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theorists now seriously question this assumption. Internet technology does not produce uniform and undifferentiated effects across varying countries and contexts. The technology is not a blueprint for social change that can simply be grafted from one society to another irrespective of the socio-economic and political climate that characterizes highly divergent cultures. While political transformation unfolded with astonishing speed in the fall of communism in Eastern Europe and the end of apartheid in South Africa, both events were the culmination of decades of resistance to oppression, suffering, and international political and economic pressure that were the prelude to genuine political change. One would be hard-pressed to show that these conditions are present with respect to China.

Indeed, even if China’s censorial apparatus was dismantled, there is good cause for scepticism. The majority of the Chinese people remain far more concerned with achieving material prosperity than flirting with political dissent. While Internet technology undoubtedly harbors extraordinary potential for free expression, it would be naive to suppose that this ensures the erosion of state authority or that it is somehow a shortcut to political transformation. The Internet may provide a forum for political discussion but collective mobilization requires a politically engaged population, and there is little indication that this is the case with respect to China.

3. Scenario Three: Political Accommodation

A third scenario is that Beijing responds to a large-scale eruption of speech cascades by offering significant political concessions sufficient to mollify public ire yet falling well short of regime change. Such accommodation would be valuable in that it would prevent a further escalation of dissent while allowing the state to maintain political hegemony. Between transformative political change and political inconsequence, this is arguably the most likely outcome of a large-scale eruption of online speech cas-


272. See Darin Harney, Prometheus Wired: The Hope For Democracy in the Age of Network Technology (2000) (challenging the Internet’s ability to spark democratic transformation); Evgeny Morozov, The Net Delusion: The Dark Side of Internet Freedom (2012) (arguing that the belief in the democratizing nature of the Internet lacks support); Deibert, supra note 71, at 143 (“China . . . is a ‘hard case’ for those who argue that the Internet cannot be controlled.”).

273. See Druzin & Li, supra note 25.

274. See Sunstein, supra note 157.

275. See supra notes 67–73 and accompanying text.

276. The authors have argued similarly elsewhere. See Druzin & Li, supra note 25, at 38; see also Druzin & Li, supra note 245.

277. See Druzin & Li, supra note 25.
cades. Indeed, there are many indications that Beijing is in fact already pursuing such a response on a smaller scale.\textsuperscript{278} In the wake of many of the Internet incidents listed in Table 1, the state responded with impressive alacrity, initiating institutional reforms or taking disciplinary action to placate public outrage.\textsuperscript{279} The Chinese government has not sat idly by and ignored public opinion.\textsuperscript{280} Of particular note is Beijing’s crackdown on corruption among public officials.\textsuperscript{281} This is evident in a recent investigation of sixteen senior People’s Liberation Army officials for corruption.\textsuperscript{282} Ultimately, however, characterizing public discontent where it does emerge as a hunger for sweeping political change is misleading. While restless, China is not the political tinderbox many observers believe it to be. Indeed, as already discussed, much of China society remains, at least for the time being, politically disengaged.\textsuperscript{283} As such, it is more likely that an eruption of open speech will bring about an array of political reforms yet stop short of wholesale regime change.

Ultimately, the socio-political impact of a sudden eruption of speech cascades is very difficult to predict. Political dissent may very well spill out from the digital arteries of cyberspace as in scenario one. Yet it is unclear that this is inevitable. Alternatively, the impact may be fantastically inconsequential (scenario two) or produce only modest political accommodation (scenario three). What would happen is anyone’s guess—it is uncharted territory. We make no claims of certainty. The relation between technological revolution and ‘real world’ changes are so unpredictable we may need to develop new ways of thinking about this very relation that the reality of China’s Internet throws up in new and interesting ways.\textsuperscript{284} However, what is clearly important—and the point of the present discussion—is that there is the potential for China’s cyber-censorship regime to unexpectedly collapse through a sudden and spontaneous eruption of open online speech. The structural framework for rapid social change is in place should conditions call for it. Given China’s growing importance to the world, this potential alone should command serious attention.

\textbf{Conclusion}

Forced to choose between jumping on the information superhighway and languishing on the unwired byways of outdated technology, China
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embraced the Internet early on. Authorities were careful, however, to install a sophisticated system of control over the technology. The genius of the system is that it is largely self-enforcing. Indeed, it has to be. From individuals, to ISPs, to academics, and local as well as foreign firms, a culture of self-censorship dominates all spheres of potential social influence. Yet the strength of China’s cyber-censorship regime—its use of self-regulation—renders it inherently susceptible to shocks. The very structures of self-censorship create the potential for non-censorship to break into and dominate information flows. This Article provided a behavioural economics model as to how this may occur that explains China’s policy of cyber-censorship, why this sophisticated system of control appears to be changing, and the potential for its sudden collapse. As China’s online population grows, censors are having to pick their battles more carefully. And as the Chinese authorities become more reliant on self-censorship to achieve their ends, speech cascades will become increasingly more difficult to nip in the bud. If not swiftly quelled, bandwagons of open speech could spark cascades of uncensored speech and alter mass perceptions that may yield significant political consequences.

While it is unlikely that the conditions for sweeping political transformation are currently present, this is subject to change. Should, for example, China’s surging economy\textsuperscript{285} flounder or should some unforeseen incident trigger major socio-political tumult, the Internet will likely be the avenue through which dissent gains momentum, rendering scenario one—political transformation—suddenly far more plausible. The case of China, the premier cyber-censorship system in the world, shows that online speech can indeed be controlled. China’s leash on its Internet is the envy of authoritarian states the world over. However, this control will grow increasingly fragile—indeed, there are already indications that this may be occurring. Chinese authorities are having to adapt their censorial strategies to evolving conditions with the ever-present threat of large-scale speech cascades looming overhead. Online speech can be controlled, but this control is not nearly as sturdy as many would have us believe. While outwardly robust, China’s cyber-censorship regime is internally fragile—it rests primarily upon perceptions, and perceptions can change with astonishing speed.