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If you were on Facebook in January 2012, there is a chance that
it tried to make you sad. If you were on OkCupid, there is a chance
that it tried to match you up with someone incompatible. These were
social psychology experiments: Facebook and OkCupid
systematically manipulated people’s environments to test their
reactions. Academics doing similar experiments in a university
setting would typically need to obtain informed consent from
participants and approval from an Institutional Review Board (IRB).
But Facebook and OkCupid, and the academics working with
Facebook, had neither. This, I believe, is a problem.¹

These experiments offer us a moment for reflection, a chance to discuss the law and ethics of experiments on social media users.² In this essay, I will consider social media research through the prism of the Facebook and OkCupid experiments.³ I will focus on three questions:

- When do social media experiments constitute research involving people?
- What does it take to obtain the informed consent of users?
- What institutions are responsible for reviewing such experiments?

Part I offers an initial review of the Facebook and OkCupid research projects. Part II—the bulk of the essay—takes up these questions under current law, primarily the federal Common Rule, which requires Institutional Review Board (IRB) review and

---

¹ Professor of Law, University of Maryland Francis King Carey School of Law. This essay draws extensively on a series of letters I wrote with Leslie Meltzer Henry in the summer and fall of 2014, and also from my previous essay Illegal, Unethical, and Mood-Altering. My thanks to Leslie for extensive conversations on these issues and also to Aislinn Black, Bruce Boyd, Kate Crawford, Paul-Olivier Dehaye, Sean Flaim, Cathy Gellis, Sarah Jeong, Jim Lai, Jan Lewis, Dominic Mauro, Christian Sandvig, Zeynep Tufekci, Zachary Schrag, and numerous Twitter correspondents. Mariel Shutinya and Cassandra Mejias from the Thurgood Marshall Law Library provided invaluable research assistance. This essay may be freely reused under the terms of the Creative Commons Attribution 4.0 International license, https://creativecommons.org/licenses/by/4.0/.


³ I maintained a list of links to articles, blog posts, news stories, and other primary and secondary sources relating to the Facebook and OkCupid studies that were published before December 31, 2014, available at http://laboratorium.net/archive/2014/06/30/the_facebook_emotional_manipulation_study_source. For another literature review and discussion of the relevant issues, see Cornelius Puschmann & Engin Bozdag, Staking Out the Unclear Ethical Terrain of Online Social Experiments, INTERNET POL. REV., (Nov. 26, 2014), http://policyreview.info/articles/analysis/staking-out-unclear-ethical-terrain-online-social-experiments.
informed consent for federally funded research. The Common Rule does not directly apply to companies like Facebook and OkCupid. But the Common Rule will frequently apply to their academic research partners, and is frequently made applicable to private social media research by a Maryland law, House Bill 917. Independent of its legal applicability, the Common Rule is also a useful hook on which to hang the analysis. It provides a familiar framework for discussion, one that touches on most of the relevant issues.

Part III takes up the question of what the rules for regulating social media research ought to be. The most immediately pressing priority is to prevent the unraveling of the existing ethical framework through IRB laundering, in which a regulated institution outsources enough work to an unregulated one to evade IRB review and informed consent. Looking further ahead, I offer some tentative thoughts on the scope of coverage, informed consent, and oversight for social media experiments. Finally, the conclusion reflects on how we should think about "consent" in this setting.

A brief note about scope. I will primarily discuss social media experiments in which researchers deliberately alter users' experience and measure their reactions. I leave aside questions about observational studies of social media users. These raise interesting and important privacy issues; however, those issues are already extensively being addressed by others.

I. THE RESEARCH

For a week in January 2012, Facebook employee Adam Kramer and two researchers from Cornell, Jeffrey Hancock and Jamie
Guillory, ran an experiment on 689,003 Facebook users to see whether they were susceptible to “emotional contagion.” Facebook showed some users fewer of their friends’ posts containing emotional language, then analyzed the users’ own posts to see whether their emotional language changed. The answer was “yes”; users who saw fewer positive posts used fewer positive words and more negative words of their own, and vice versa when negative posts were hidden. An article based on the study was published in the Proceedings of the National Academy of Sciences (PNAS) in June 2014.

The emotional contagion study was hardly a one-off. Academic research is an important part of Facebook’s institutional culture, and it runs numerous experiments on users. The company has an active Data Science group with extensive ties to academia—Adam Kramer, for example, has a Ph.D. in social psychology. Indeed, social research is so firmly institutionalized that Facebook created its own programming language for running randomized experiments on


8. Kramer, Guillory, & Hancock, supra note 7, at 8788–89.

9. Id. at 8789.

10. Id. The scientific quality of the study itself has been criticized. See, e.g., Galen Pranger, Why the Facebook Experiment is Lousy Social Science, MEDIUM (Aug. 28, 2014), https://medium.com/@gpanger/why-the-facebook-experiment-is-lousy-social-science-8083cbe13ae; John M. Grohol, Emotional Contagion on Facebook? More Like Bad Research Methods, PSYCH CENTRAL (June 29, 2014), http://psychcentral.com/blog/archives/2014/06/23/emotional-contagion-on-facebook-more-like-bad-research-methods/. This essay will focus on the ethical and legal debates, rather than the scientific ones.


12. See Kramer, Facebook Data Scientist, supra note 7.
Facebook users. In one study, Facebook made seventy-five million links effectively unshareable: users could post them to Facebook, but their friends would not see the links. In another, Facebook encouraged sixty-one million users to vote, and measurably increased their turnout. Facebook has done research to see which of its users are lonely, whether ads work better when accompanied by algorithmically generated "endorsements" from Facebook friends, and what causes users to start typing a post and then delete it. A former Facebook employee wrote, "[e]xperiments are run on every user at some point in their tenure on the site," and "[t]he fundamental purpose of most people at Facebook working on data is to influence and alter people's moods and behavior." In the middle of 2012, a Facebook data scientist told a reporter, "When we look at the data, any given person is probably currently involved in ... ten different experiments."

In late July 2014, following public controversy over the Facebook emotional contagion study, OkCupid's president, Christian Rudder, wrote a blog post with a title that speaks for itself: "We

---

20. See The Trust Engineers, Radiolab (Mar. 9, 2015), http://www.radiolab.org/story/trust-engineers/; see also Reed Albergotti, Facebook Experiments Had Few Limits, Wall St. J. (July 2, 2014, 7:39 PM), http://www.wsj.com/articles/facebook-experiments-had-few-limits-1404344378 (reporting that at one point, Facebook was running so many experiments that "some data scientists worried that the same users, who were anonymous, might be used in more than one experiment, tainting the results.")
Experiment On Human Beings!" It detailed three experiments, all designed to test which aspects of a person’s profile had the most influence in attracting other users. The most interesting and most controversial experiment involved OkCupid’s match percentages, the estimates of compatibility the site uses to pair up users. For a group of about five hundred users, OkCupid “took pairs of bad matches (actual 30% match) and told them they were exceptionally good for each other (displaying a 90% match),” and vice versa. It turned out that OkCupid was quite persuasive when it misled users. Users who were 90% compatible turned their first message into a conversation roughly twice as often as users who were 30% compatible—but telling 30%-compatible users that they were 90% compatible was about three-quarters as effective as actually finding 90%-compatible users to match. In Rudder’s words, “When we tell people they are a good match, they act as if they are. Even when they should be wrong for each other.”

OkCupid does not have an extensive academic research group the way that Facebook does. But it has perhaps the next best thing: Christian Rudder. OkCupid’s president is an indie rock guitarist with an Ivy League education; his OkTrends blog is an extensive work of hipster quantitative social science. Rudder uses it to explore the patterns of human attraction on a Big Data scale, looking, for example, at which OkCupid users send messages to each other to explore how attraction changes with age. The posts are written in a breezy, snarky style, but the underlying data crunching is extensive, and the charts are the work of a man who has read his Edward Tufte with care. OkTrends was a hit with the press and with the public. It also got Rudder a book deal.

22. See Sam Machkovech, Did OkCupid’s Dating-Results Experiment Help an Arsian Find Love?, ARS TECHNICA (July 30, 2014, 5:00 AM), http://arstechnica.com/business/2014/07/did-okCupids-dating-results-experiment-help-an-arsonian-find-love/.
24. Id.
25. Id.
27. See CHRISTIAN RUDDER, DATACLYSM (2014).
28. DAN SLATER, LOVE IN THE TIME OF ALGORITHMS 102 (2013) (“The mainstream print media jumped all over Rudder’s dispatches. In 2010, the OKTrends blog served as fodder for at least half a dozen New York Times articles and blog posts.”).
EXPERIMENTS ON SOCIAL MEDIA USERS

Think No One's Looking), which collected and expanded on Rudder's statistical snapshots of online romance, was a New York Times best seller. Social media science sells.

II. THE COMMON RULE

Experiments on people raise distinctive ethical concerns, some of which are reflected in legal regulations. These regulations protect the health and safety of research participants by guarding against researchers who misunderstand or misstate the risks involved. They protect the dignity of participants by treating them as autonomous individuals who are entitled to make their own (individual) decisions about whether to take part. There are also broader social goals behind research regulation, such as ensuring that the costs and benefits of research are distributed equitably, that research is not seriously compromised by researchers' self-interest, and that researchers do not act in dishonest ways that threaten public trust—but the core of the system is its concern for the welfare and dignity of those who take part.

Research regulation is not just a reaction against obviously unethical experiments like the brutal and grotesque studies Nazi doctors conducted on prisoners. It is also a response to an unsettling history of experiments by well-meaning researchers who


31. See Fairfield, supra note 2, at 709-19 (offering another overview of this history and general research ethics principles, one written with online research in mind).


34. See id. at 23194.

35. See Jesse A. Goldner, Dealing with Conflicts of Interest in Biomedical Research: IRB Oversight as the Next Best Solution to the Abolitionist Approach, 28 J.L. MED. & ETHICS 379 (2000).

36. See Moss, supra note 32, at 804; Mary Gray, MSR Faculty Summit 2014 Ethics Panel Recap, SOCIAL MEDIA COLLECTIVE BLOG (Aug. 19, 2014), http://socialmediacollective.org/2014/08/19/msr-faculty-summit-2014-ethics-panel-recap/ (quoting Christian Sandvig's discussion of "harm to the image of the profession or all of science" from Facebook study).

recruited unwitting participants without any real explanation of what they were in for.\textsuperscript{38} The system is designed to make sure that research worth doing is done right, not just to block research not worth doing.

The leading American articulation of the ethical principles appropriate to research with human participants is the 1978 report of the National Commission for the Protection of Human Subjects of Biomedical and Behavioral Research, better known as the Belmont Report.\textsuperscript{39} One of its central recommendations is informed consent: "Respect for persons requires that subjects, to the degree that they are capable, be given the opportunity to choose what shall or shall not happen to them."\textsuperscript{40} Informed consent under the Belmont Report standard generally requires that subjects be given sufficient information about the research, that they comprehend the information they are given, and that their agreement to participate be free of undue influence.\textsuperscript{41} Another central recommendation of the Belmont Report is assessment of risks and benefits, involving "a careful arrayal of relevant data" and "a responsibility to gather systematic and comprehensive information about proposed research" as "a method for determining whether the risks that will be presented to subjects are justified."\textsuperscript{42}

United States law implements the Belmont Report's principles in the Federal Policy for the Protection of Human Research Subjects, better known as the Common Rule because it has been adopted by fifteen federal agencies.\textsuperscript{43} Institutions receiving research funding...

\textsuperscript{38}. See generally Henry Beecher, Ethics and Clinical Research, 274 NEW ENG. J. MED. 1354 (1966) (describing numerous published experiments that in the author's view involved "unethical or questionably ethical procedures" because participants were never adequately informed of the risks involved).

\textsuperscript{39}. See BELMONT REPORT, supra note 33 at 23192-97.

\textsuperscript{40}. Id. at 23195.

\textsuperscript{41}. Id.

\textsuperscript{42}. Id. at 23195-96.

from one of these agencies are required to commit to Common Rule compliance.\textsuperscript{44} The Common Rule implements the Belmont Report's informed consent principle by specifying in detail the information that must be provided to research participants,\textsuperscript{45} and how it must be provided to them.\textsuperscript{46} It implements the Belmont Report's assessment of risks and benefits principle by requiring each institution to have an Institutional Review Board that ensures covered research is conducted ethically; the IRB's composition, powers, duties, procedures, and record-keeping are all strictly regulated.\textsuperscript{47}

The Common Rule acts as a focal point for research oversight norms even beyond federally funded research. Some universities commit themselves to Common Rule compliance even for privately funded research.\textsuperscript{48} Others require IRB review of all research

\textsuperscript{44} See 45 C.F.R. § 46.103 (2014) (indicating that HHS currently requires that such assurances be provided in the form of a Federalwide Assurance (FWA)); see generally Terms of the Federalwide Assurance for the Protection of Human Subjects (FWA), U.S. DEP'T OF HEALTH & HUMAN SERVS., OFFICE FOR HUMAN RESEARCH PROT., http://www.hhs.gov/ohrp/assurances/assurances/fwassurt.html (describing required contents of an FWA); see also Database for Registered IORGs & IRBs, Approved FWAs, and Documents Received in Last 60 Days, U.S. DEP'T OF HEALTH & HUMAN SERVS, OFFICE FOR HUMAN RESEARCH PROT., http://ohrp.cit.nih.gov/search/search.aspx?styp=bsc (online searchable database of FWAs).

\textsuperscript{45} See 45 C.F.R. § 46.116 (2014). Standard requirements include "an explanation of the purposes of the research and ... a description of the procedures to be followed," id.; "[a] description of any reasonably foreseeable risks or discomforts to the subject," id. § 46.116(a)(2); "[a]n explanation of whom to contact for answers to pertinent questions about the research," id. § 46.116(a)(7); and "[a] statement that participation is voluntary," id. § 46.116(a)(8). Other subsections specify additional elements that may be required in addition. See id. §§ 46.116(b)(1), (d)(3)(B) (procedures for waiving or altering informed consent when "[t]he research involves no more than minimal risk" and "[t]he research could not practically be carried out without the waiver or alteration").

\textsuperscript{46} See 45 C.F.R. § 46.117; see also id. § 46.117(a) (the standard requirement is that "informed consent shall be documented by the use of a written consent form approved by the IRB and signed by the subject."); id. § 46.117(c)(2) (the use of written forms can be waived if "the research presents no more than minimal risk of harm to subjects and involves no procedures for which written consent is normally required outside of the research context."); id. § 117(c)(2).

\textsuperscript{47} See 45 C.F.R. § 46.107 (requiring IRB to comprise at least five members of specified backgrounds, competencies, and affiliations); id. § 46.108 (requiring written procedures and operation by quorum at convened meetings), id. § 46.109 (detailing substance of IRB duties and authority); id. § 46.110 (allowing expedited review of certain types of cases); id. § 46.111 (listing requirements that IRB "shall determine ... are satisfied" by any approved project); id. § 46.112 (limiting scope of institutional review of IRB decisions); id. § 46.113 (requiring IRB to have authority to terminate non-compliant research); id. § 46.114 (describing IRB responsibilities in cases involving multiple institutions); id. § 46.115 (describing required IRB record-keeping).

\textsuperscript{48} For example, an earlier version of Cornell's FWA included a promise to apply the Common Rule "to all of its human subjects research regardless of the source of support." See, e.g., FWA for the Protection of Human Subjects for Institutions Within the United States, No. FWA00004513, CORNELL U. [approved through Jan. 31, 2008], available at https://web.archive.org/web/20090324062757/http://www.irb.cornell.edu/regulation
involving human participants as a matter of internal policy. And many academic journals require informed consent and IRB approval as conditions of publication.

If we look at Facebook and OkCupid's experiments through the lens of the Common Rule, there are three interesting questions.

s/fwa.htm. Cornell continued to post this FWA on its website through the summer of 2014 as though it were the currently operative FWA. I relied on these statements in previous correspondence about Cornell's involvement in the emotional contagion study. See Letter from James Grimmelmann & Leslie Meltzer Henry, Professors of Law, Univ. of Md., to Dr. Jerry Menikoff, Director, Office for Human Research Prot. (July 17, 2014), available at http://james.grimmelmann.net/files/legal/facebook/OHRP.pdf. Michelle Meyer did likewise in commenting on the study. See Michelle Meyer, How an IRB Could Have Legitimately Approved the Facebook Experiment—and Why that May Be a Good Thing, FACULTY LOUNGE (June 29, 2014), http://www.thefacultylounge.org/2014/06/how-an-irb-could-have-legitimately-approved-the-facebook-experiment-and-why-that-may-be-a-good-thing.html. However, Cornell misled us all. In fact, it had amended its FWA in 2011 so that it applies only to federally funded research. See Email from Jerry Menikoff to James Grimmelmann and Leslie Meltzer Henry (July 17, 2014) (on file with author). Oddly, Cornell's IRB continues to claim that the FWA "applies to all Cornell University research involving human participants, regardless of the location of the research or its sources of funding." Cornell University Institutional Review Board for Human Participants CHARGE, CORNELL UNIV. (last updated July 18, 2014), http://www.irb.cornell.edu/documents/IRB-Charge-2014.pdf.

49. The Common Rule term is "research involving human subjects," but except when quoting from it I will refer to them as "research participants." Calling them "subjects" denies them the very agency that informed consent is designed to advance.


• Did the researchers perform regulated "research involving human subjects?"

• Did they obtain informed consent?

• Did they obtain IRB approval?

• Let us take up these questions in turn.

• *Research with Human Participants*

The Common Rule applies to "research involving human subjects."52 It is easiest to first break this definition down into two halves—"research" and "involving human subjects"—and then to consider other threshold conditions and possible exceptions.

1. "research..."

The Common Rule defines "research" as "a systematic investigation, including research development, testing and evaluation, designed to develop or contribute to generalizable knowledge...."53 The Facebook emotional contagion study meets every part of this definition. It was systematic in its examination of "verbal expressions on Facebook";54 it developed "experimental evidence to support the controversial claims that emotions can spread throughout a network";55 it was designed to and succeeded in developing generalizable knowledge, as illustrated by the resulting paper published in a prominent peer-reviewed scientific journal.56

Facebook freely acknowledges that it is engaged in research. In a letter to my colleague Leslie Meltzer Henry and myself, a Facebook attorney repeatedly described the emotional study as "research":

52. 45 C.F.R. § 46.101(a) (2014).
53. Id. § 46.102(d).
54. Kramer, Guillory, & Hancock, supra note 7, at 8789.
55. Id. at 8790.
56. PNAS has an impact factor of 9.809. See About PNAS, PROC. NAT'L ACAD. SCI. U.S., http://www.pnas.org/site/aboutpnas/index.xhtml (last visited on Feb. 12, 2015). To be precise, the study was not research solely because it was published; see Quality Improvement Activities FAQs, U.S. DEP’T OF HEALTH & HUMAN SERVS., OFFICE FOR HUMAN RESEARCH PROT., http://www.hhs.gov/ohrp/policy/faq/quality-improvement-activities/index.html (last visited Jan. 30, 2015) ("the intent to publish is an insufficient criterion for determining whether a quality improvement activity involves research"). Rather, the resulting paper extensively describes the "generalizable knowledge" generated and intended to be generated by the study, and this purpose is what made the study research. That is, the study was designed from the start to meet journals’ standards for publishable research—and it succeeded.
We appreciate your interest in Facebook's internal product development research. The PNAS [emotional contagion] study is an example of such research. We believed it was important to research this claim, and we elected to share the findings with the academic community. As part of the research described in the PNAS study, the News Feed algorithm for a small percentage of randomly-selected users was tweaked.

Indeed, Facebook now maintains an elegantly designed website devoted to cataloging its research. Its list of publications generated from research at Facebook spans fifteen categories, including "Data Science," "User Experience," and "Social Computing." It offers a fellowship program and research grants, and hosts sabbaticals for "a small number of invited faculty." Facebook is justifiably proud of its contributions to academic research and situates itself clearly within the academic community, if not within the academy itself.

OkCupid's situation is a little more complicated, because Christian Rudder has positioned himself as an amateur who sits both inside and outside of the scientific tradition. Start with the mismatching experiment itself: a randomized controlled trial. It tested a social and behavioral hypothesis about the role of suggestion in romantic attraction: whether "the mere suggestion" of compatibility can "cause people to actually like each other." Rudder subjected the resulting data to statistical analysis to validate or disprove the hypothesis, and then performed a follow-up experiment to probe the robustness of the results. He indisputably used the formal mechanisms of scientific research: the successive testing of general hypotheses about the world against empirical data. Rudder is not an academic scientist, and he did not work with academic scientists, but he acted like an academic scientist.

Next, Rudder adopted the social trappings of academic research: he published. To be sure, he did not package his findings in the standardized structure and language of a scientific paper ("Methods ... Results ... Discussion"), nor did he submit it to an academic journal for peer review and publication. But he did make the results

61. Rudder, supra note 21.
meaningfully public in a way that was designed to foster discussion, analysis, and potential replication. His blog post described the experiments' hypotheses, methods, results, and implications; it included the usual explanatory apparatus—tables and graphs—used by academics detailing their findings. He presented the mismatching experiment as part of an ongoing conversation in which researchers share their results to facilitate their collaborative efforts at discovering general truths about the world. His OkTrends blog (subtitled "Dating Research from OkCupid") is entirely devoted to his research findings, and the book description for Dataclysm explains, "As we live more of our lives online, researchers can finally observe us directly, in vast numbers, and without filters." Rudder has called the information on OkCupid's company's servers "an irresistible sociological opportunity;" in interviews with the press he presents himself as engaged in a search for truth through the application of scientific principles, extensive data, and humor. Again, doing research is nothing to be ashamed of. But it is clearly "research."

2. "... involving human subjects"

The Facebook and OkCupid studies also involved "human subjects" as understood by the Common Rule:

Human subject means a living individual about whom an investigator (whether professional or student) conducting research obtains (1) Data through intervention or interaction with the individual, or (2) Identifiable private information.

Facebook and OkCupid users are "living individual[s]," the authors of the studies are "investigators," and they obtained "data" "about" those users: the emotional content of posts (on Facebook) and the number of exchanges with suggested matches (on OkCupid). As for whether the data was obtained "through intervention or interaction with the individual," the Common Rule defines "intervention" to include "manipulations of the subject or the

62. Id.
65. See, e.g., Matlin, supra note 29.
67. There is a subtle issue as to precisely who acquired that data; see infra Part II.C.2.
subject’s environment that are performed for research purposes.”
Changing the contents of a Facebook user’s News Feed or giving an
OkCupid user false match percentages is a “manipulation ... of the
subject’s environment.” And finally, these manipulations were
carried out “for research purposes”: these are changes that Facebook
and OkCupid would not otherwise have made to users’ experiences.

3. Social Science Research

Some observers have given a non-textual argument against
applying the Common Rule to social media experiments. Facebook,
for example, has argued that research laws “were not designed to
address research conducted under these circumstances.” This
might be a claim about the nature of the institutions conducting the
research, on which more below. But it could also be a claim about
the nature of the research itself: that behavioral studies of users are
not the sort of thing the Common Rule was “designed to address.”

To be sure, the original impetus for the use of IRBs came from
controversies in biomedical research. But it has long been settled
that for better or for worse the Common Rule reaches many of the
social sciences. There are critics of subjecting social science
research to IRB review, and they are joined
by critics of the entire
IRB system. But on the whole, the application of Common Rule to
social science research is uncontroversial: it is part of normal
professional research practice.

68. 45 C.F.R. § 46.102(f) (2015); cf. Solberg, supra note 5, at 324 (arguing that there
is no “intervention or interaction” when a researcher merely records information about a
Facebook user’s activity).
69. See Kramer, Guillory, & Hancock, supra note 7, at 8788 (“The experiment
manipulated the extent to which people ... were exposed to emotional expressions ...”) (emphasis added).
70. See Letter from Edward Palmieri, supra note 57.
71. See infra Part II.A.4.
72. See Zachary M. Schrag, Ethical Imperialism: Institutional Review Boards and
73. See generally id. (tracing history of regulations and controversies around IRB
review of social science research).
74. See, e.g., Caroline H. Bledsoe, Regulating Creativity: Research and Survival in the
723, 724 (2007) (“The IRB is a tedious, time-wasting, work-wasting machine ...”); David
A. Hyman, Institutional Review Boards: Is This the Least Worst We Can Do?, 101 Nw. U. L.
Rev. 749, 756 ("There is no empirical evidence that IRBs have any benefit whatsoever.").
In a footnote, Hyman adds, “That’s right. None. Nada. Zip.” and offers a $25 reward for
anyone who finds published "empirical evidence that IRBs have any benefit whatsoever.”
Id. at 756 n.31.
75. For an example involving social media research, consider the 61-million person
voting study Facebook conducted in the 2010 elections. See Bond et al., supra note 15.
4. Quality Improvement

There is, however, a way in which the argument has more to it. Facebook, OkCupid, and other Internet companies engage in nearly constant testing: everything from minor bug fixes to major new features will be tested on actual users to make sure it improves the experience rather than hurting it. For example, when Facebook contemplates changing a chat icon to display the word “chat” instead, it shows the old design to some users and the new design to others to compare their reactions.76 Indeed, the practice is so widespread that it has a shorthand name: “A/B testing.”77 The reductio ad absurdum of regarding Facebook and OkCupid’s experiments as “research” seems to be that their font choices are too.78

But this is not a new issue; a similar problem arises even in the Common Rule’s biomedical heartland.79 Doctors and hospitals
constantly change their procedures and observe the results. OHRP treats some of these activities as unregulated “quality improvement activities” rather than as regulated “research” and there is an ongoing debate about whether it has drawn the right line. Elmer Abbo, for example, argues that the Common Rule unnecessarily burdens quality improvement studies and discriminates against institutions subject to the Common Rule. These are the same kinds of arguments made against applying the Common Rule to online A/B testing; they are persuasive in both contexts or they are persuasive in neither. Put another way, if line drawing is feasible in hospitals, it is feasible online. Just because some uses of A/B testing are to be regulated as “research” does not mean that all of them need to be. A/B testing is a tool, just like syringes and surveys. Some uses of these tools—new drug trials and interviews about sexual abuse—are regulated non-exempt research, while others—vaccinations and political polls—are not.

By this standard, Facebook’s and OkCupid’s experiments should be deemed to fall on the research side of the line. Facebook retroactively tried to present the emotional contagion study as “internal product development research.” But it was designed by a team including university researchers, was intended to replicate or refute a published academic study, made broad claims about human behavior that would apply well beyond Facebook, and was itself


82. See Abbo, supra note 81.


85. Palmieri, supra note 57. Compare the research Facebook did to see how best to phrase a dialog box encouraging users upset about photos posted by friends to message those friends directly rather than complaining only to Facebook. Without more, that appears to be a quality improvement activity. See The Trust Engineers, supra note 20.
published in a scientific journal. On any reasonable understanding of the term, this study was intended to contribute to "generalizable knowledge." OkCupid's mismatching study presents a closer case, but it too was designed from the start to be published for public discussion and was situated as part of the social process of science. And the study design—including the use of deception in reporting subjectively false match percentages—focused on an issue of social and cognitive biases in romantic relationships, rather than on features of OkCupid's algorithm and website. The extensive participation of academics in similar studies reinforces the conclusion that they are not doing something different in kind when they study social media users rather than people off the street.

5. Funding Sources

Not all "research involving human subjects" is subject to the Common Rule. Rather, it only applies to research "conducted [or] supported" by a federal Common Rule agency. In particular, any institution "engaged in [research with human participants] which is conducted or supported by a federal department or agency shall provide written assurance" that it will comply with the Common Rule. Thus, only institutions taking federal research funding need commit to Common Rule compliance, and even those institutions can "uncheck the box" and only commit to compliance for research that is federally funded. Although there was some confusion on this point, it now appears that the emotional contagion study was not a federally funded project—Cornell unchecked the box. For its part,
OkCupid is a private company through and through.\(^\text{92}\) Thus, the Common Rule does not directly apply to the Facebook or OkCupid studies. But inapplicability of a federal statute is not the end of the story. There is also state law.

Some states go beyond the Common Rule in their protections for research participants.\(^\text{93}\) California, for example, requires more substantively detailed informed consent from participants in a “medical experiment” than the Common Rule does,\(^\text{94}\) while New York requires informed consent and IRB review for research involving “physical or psychological intervention,” even when it is not federally funded.\(^\text{95}\) Maryland has gone the furthest in closing the Common Rule’s gap for privately funded research. In 2002, following two high-profile research scandals,\(^\text{96}\) the General Assembly enacted House Bill 917,\(^\text{97}\) which makes the Common Rule applicable to all research conducted in Maryland, regardless of funding source.\(^\text{98}\)

\(^{92}\) To be precise, it is a subsidiary of the publicly traded IAC. See OkCupid, IAC, http://iac.com/brand/okcupid (last visited Jan. 30, 2015).


\(^{94}\) CAL. HEALTH & SAFETY CODE §§ 24170-24179.5 (West 2014) (requiring detailed informed consent as part of an “Experimental Subject’s Bill of Rights”).

\(^{95}\) N.Y. PUB. HEALTH LAW §§ 2440-46 (McKinney 2014) (requiring informed consent and oversight by a “human research review committee”).


\(^{97}\) See David Nitkin, Senate OKs Bill to Tighten Rules on Human Research, BALT. SUN, Apr. 6, 2002, at 1B (House Bill 917 was overwhelmingly popular: it passed the Maryland House by a vote of 135-1 and the Senate by a vote of 47-1).

\(^{98}\) MD. CODE ANN., HEALTH-GEN. § 13-2002(a) (“A person may not conduct research
Maryland House Bill 917 easily reaches Internet research like Facebook's and OkCupid's because their research easily reaches Maryland. Facebook has well over a hundred million users in the United States; the emotional contagion study involved over 689,000 English-speaking users selected at random.\(^99\) OkCupid has nearly four million active users;\(^{100}\) the match percentage experiment involved approximately five hundred of them.\(^{101}\) Maryland accounts for nearly two percent of the United States population, so statistically it is overwhelmingly likely that the experimental groups included Maryland residents. So the Common Rule's protections do apply to them, just as a matter of Maryland rather than federal law.

Some commentators, however, have raised Constitutional objections to House Bill 917.\(^{102}\) Phillip Hamburger argues that mandatory pre-research IRB review is a form of licensing of the press forbidden by the First Amendment.\(^{103}\) The most obvious reply—that the Common Rule is permissible under the Spending
Clause because it only applies to federally funded research— is not available for House Bill 917’s regulation of private research. Another reply is more on point: the Common Rule targets the research process, rather than the publication of research results. The First Amendment does not exempt journalists from laws against burglary and bribery, even if such techniques are sometimes useful in landing a story. The First Amendment interest, if there is one, is in the “right to research”: the freedom to engage in scientific inquiry and study the world. But such a right is not unlimited: numerous laws constitutionally protect people from being observed deceptively or abusively. House Bill 917’s biggest problem is probably overbreadth. Even if constitutional as applied to commercial actors—like Facebook and OkCupid—engaged in user manipulation, it may not be constitutional as applied to other activities, ones that the Common Rule might classify as “research” but for their source of funding, such as investigative journalism and family oral histories.

6. Engagement

According to a Cornell media statement, the emotional contagion study was presented to the Cornell IRB, which concluded that “no review ... was required” because the Cornell-affiliated

---


105. See James Weinstein, Institutional Review Boards and the Constitution, 101 NW. U. L. REV. 493, 506 (2007) (describing IRB regulations as “laws of general applicability” because “[i]t is the researchers’ use of human subjects that triggers the application of the regulations, not the choice to interview ... the subjects”); but see Hamburger, The New Censorship, supra note 103, at 301–05, 312 (arguing that the Common Rule is targeted primarily at the speech content of research and publication); Hamburger, Getting Permission, supra note 103, at 430–37 (same).

106. John A. Robertson, The Scientist’s Right to Research: A Constitutional Analysis, 51 S. CAL. L. REV. 1203 (1977). See also Dana Remus Irwin, Freedom of Thought: The First Amendment and the Scientific Method, 2005 WIS. L. REV. 1479 (arguing that experimentation as such is not protected by the First Amendment but that we should understand such protection as necessary to protect researchers’ freedom of thought).

107. See Robertson, supra note 104, at 506–09 (describing right to research as one that applies “with respect to willing sources” and defending IRB review as a constitutionally permissible means “to protect valid state interests in health, safety, and autonomy of subjects.”); Weinstein, supra note 105, at 536 (describing research participants as “vulnerable subjects dependent on the researcher for their well being” for First Amendment purposes, rather than as “autonomous and independent citizens engaged in self-governance.”).

investigators were not "directly engaged in human research." In the IRB's view, the study constituted "previously conducted research by Facebook into emotional contagion among its users" but the Cornell affiliates "did not participate in data collection and did not have access to user data." This analysis all but concedes that the study was non-exempt research with human participants. Instead, the statement argues that the Cornell affiliates did not participate in the portions of the study involving human participants, stating, "Their work was limited to initial discussions, analyzing the research results and working with colleagues from Facebook to prepare the peer-reviewed paper...."

Before engaging with this reasoning, we should be clear on the nature of the work the Cornell statement is trying to do. It closely tracks the language of the federal Office for Human Research Protections' nonbinding Guidance on Engagement of Institutions in Human Subjects Research, under which "institution[s are] considered engaged in a particular non-exempt human subjects research project ... when the involvement of their employees or agents in that project includes" various activities. The underlying policy here is simple and sensible. It is not and should not be enough to trigger the Common Rule's application to researcher A,

109. John Carberry, Media Statement on Cornell University's Role in Facebook 'Emotional Contagion' Research, CORNELL UNIV. MEDIA RELATIONS OFFICE (June 30, 2014), http://mediarelations.cornell.edu/2014/06/30/media-statement-on-cornell-universitys-role-in-facebook-emotional-contagion-research/. I requested the actual research protocol submitted to the Cornell IRB, the IRB's official response, and any other IRB records relevant to understanding its reasoning. See Email from James Grimmelmann, Professor of Law, Univ. of Md., to Cornell IRB (Feb. 11, 2015) (on file with author). The IRB declined to make its records available, citing confidentiality concerns. See Email from Amita Verma, Director, Office of Res. Integrity and Assurance, Cornell Univ., to James Grimmelmann (Feb. 11, 2015) (on file with author). Thus, the only way to understand the Cornell IRB's rationale is to reconstruct it from secondary sources, such as the media statement and hearsay accounts provided by third parties who discussed the study with the investigators.

110. Carberry, supra note 109.

111. Id.


113. OHRP GUIDANCE ON ENGAGEMENT, supra note 112, at III.A.

that researcher B somewhere else in the world is engaged in research with human participants. There must be some significant nexus between researcher A and the research with human participants. It is not enough, for example, if researcher A copyedited researcher B’s draft paper, or if researcher A is a reviewer on researcher B’s grant proposal. Morally, researcher A is not significantly implicated in the human-participant aspects of the research. Legally, the Guidance on Engagement fleshes out the definitions in the Common Rule to draw administrable lines (nonbinding though they may be) to say when the researchers of the world are not “engaged” in research. Let us take up these lines, one at a time.

One way to understand the Cornell IRB’s reasoning is that it believed the Cornell-affiliated researchers were working only with existing data. Even where research involves human participants, it is exempt from informed consent and IRB review under the Common Rule when it involves only “the collection or study of existing data... if these sources are publicly available or if the information is recorded by the investigator in such a manner that subjects cannot be identified, directly or through identifiers linked to the subjects.”115 The theory of existing datasets is that an investigator who passively collects data can harm a subject only indirectly, through misuse of that data. This is why the threshold for allowing unregulated use of such data is either that it already be public (so that anyone could have done what the investigator did) or that the investigators not be able to identify the participants (thereby effectively undoing the collection of “[i]dentifiable private information”).116 OHRP’s Guidance on Engagement tracks these definitions and this reasoning by stating that one of the activities that makes investigators “engaged” in research is that they “obtain identifiable private information.”117 In turn, the emotional contagion study’s defenses track the Guidance on Engagement. Thus, the Cornell statement emphasizes that the Cornell affiliates “did not participate in data collection and did not have access to user data”118 and “had access only to results—and not to any individual, identifiable data at any time,”119 and the emotional

115. 45 C.F.R. § 46.101(b)(4).
118. Carberry, supra note 109.
119. Id.
contagion article states that "no text was seen by the researchers."120

But this analysis is incomplete, because obtaining identifiable private information is only one of two ways for an investigator to conduct research with a human participant under the Common Rule and the Guidance on Engagement. The other is to obtain any data, identifiable or not, "through intervention or interaction with [an] individual."121 The Common Rule defines "intervention" to include "manipulations of the . . . subject's environment that are performed for research purposes."122 The emotional contagion study's authors interacted with Facebook users by manipulating the contents of users' News Feeds. Moreover, the Cornell-affiliated investigators were happy to take credit for the research program. The article itself states that all three authors "designed research"123 and the Facebook-affiliated author, Adam Kramer, referred to it as "my and Jamie [Guillory] and Jeff [Hancock]'s recent study" and "our research."124 At least according to these characterizations of their roles, the Cornell researchers collected data for research purposes through interaction with participants and thus were engaged in research under the Common Rule.125

The crucial ethical issue here is whether researchers are working with data that exists independently of their actions or whether they had a hand in creating it.126 The reasoning that allows

120. Kramer, Guillory, & Hancock, supra note 7, at 8789.
121. 45 C.F.R. § 46.102(f)(1). See OHRP GUIDANCE ON ENGAGEMENT, supra note 112, at III. The Cornell media statement seems to have in mind scenarios of the Guidance which state that an institution is not engaged in research when its personnel obtain unidentifiable private information, or when they author papers describing the research. Id. at III.B.7.11. But these scenarios only apply when the institution’s “involvement . . . is limited to one or more of [the scenarios].” Id. at III.B. Researchers’ participation at earlier stages of a project—e.g., designing a research protocol and arranging to have a colleague carry it out so they can analyze the resulting data—can take them out of the scope of the non-engagement scenarios, and on the facts of the emotional contagion study, it does.
122. 45 C.F.R. § 46.102(f). See also OHRP GUIDANCE ON ENGAGEMENT, supra note 112, at III.A.3.
123. Kramer, Guillory, & Hancock, supra note 7, at 8788; cf. Editorial Policies, supra note 51 (defining criteria for authorship of published articles).
124. Adam D.I. Kramer, FACEBOOK (June 29, 2014, 1:05 PM), https://www.facebook.com/akramer/posts/10152987150867796. Kramer referred to “study” and “research,” terms that imply a higher degree of participation in the research itself than, e.g., “article.” See also Jay Rosen, Why Do They Give Us Tenure?, PRESS THINK (Oct. 25, 2014), http://pressthink.org/2014/10/why-do-they-give-us-tenure/ (reporting on Hancock's discussion of his role in the research); Segelken & Shackford, supra note 91 (describing generically the work of "researchers" in the Facebook Study and attributing prominent role to Cornell-affiliated investigator).
125. For a contrary view of the engagement issue, see Meyer, supra note 79.
126. This is why the term "existing data" is a bit of a red herring. To be sure, pre-existing data does not owe its existence to researchers' interventions, so retrospective analyses of it require only de-identification. But the crucial issue is independence, not
researchers to work freely with de-identified data “collected by others (for non-research purposes) over a period of time”127 breaks down when the researchers themselves are responsible for its existence, because they set in motion the interventions to which the data pertains.128 The emotional contagion study was not a case in which the investigators worked with someone else’s data; the dataset came into being in January 2012 precisely as a result of a manipulation designed in part by the Cornell investigators and intended by them for use in this experiment on Facebook users.

A subtler way to read the Cornell IRB’s reasoning is as arguing that Facebook would have done the emotional contagion research regardless of whether the Cornell affiliates participated or not. Thus, the Cornell media statement refers to “research ... conducted independently by Facebook,”129 and the article’s editor at PNAS wrote, “the authors indicated that their university IRB had approved the study, on the grounds that Facebook filters user news feeds all the time.”130 These arguments treat the emotional contagion study as part of an ongoing Facebook research program, one that is part of the larger Facebook user experience and one for which the Cornell affiliates bear no causal responsibility. Neither the “initial discussions” nor the “analyzing the research results”—one before timing. The Guidance on Engagement properly allows researchers to receive de-identified data prospectively as it is generated, rather than being restricted to working retroactively with datasets “in existence at the time the study begins.” Jerry Menikoff, Where’s the Law? Uncovering the Truth About IRBs and Censorship, 101 NW. U. L. REV. 791, 796 (2007); see also OHRP GUIDANCE ON ENGAGEMENT, supra note 112. A better terminological distinction is between “primary” research in which “the researcher directly obtains information from the subject” and “secondary” research in which “the researcher obtains and parses a data set gathered by someone else.” Fairfield, supra note 2, at 704. PNAS and the Cornell IRB treated primary research as though it were secondary.

127. Menikoff, supra note 126, at 796.
128. The Guidance on Engagement attempts to capture this idea by referring to the purposes of the investigators who are or are not “engaged” in research. OHRP GUIDANCE ON ENGAGEMENT, supra note 112 (“In general, an institution is considered engaged in a particular non-exempt human subjects research project when its employees or agents for the purposes of the research project ... “). But this is slightly too narrow, because the experiment could have been carried out for a research purpose by someone else. See Fairfield, supra note 2, at 713 (discussing relevant provisions of the Guidance). The Guidance, read too literally, lets investigators circumvent it by disaggregating the actus reus and mens rea of research.
129. Carberry, supra note 109 (emphasis added).
130. See e-mail from Susan Fiske to Matt Pearce, https://twitter.com/mattdpearce/status/483398731731976192. This e-mail is a third-hand report of the IRB’s reasoning, so it may not be entirely accurate. See also Metz, supra note 13 (describing Facebook’s system for allowing advertisers to run experiments); The Trust Engineers, supra note 20 (describing Facebook’s constant product-focused experimentation on user experience).
the experimental intervention and one after—were proximately connected to it.

I am more skeptical. It is true only in a general sense that "Facebook continually creates these interventions." A surgeon "continually creates . . . interventions," but knowledge of this general fact does not constitute informed consent to experiments involving a specific new procedure. So here. The specific intervention at issue—the selective hiding of emotionally laden posts—was imposed on users by the investigators as part of their research program, even if Facebook often imposes other interventions of the same general type.

A. Informed Consent

The Common Rule's definition of "informed consent" includes providing a description of the research to participants, disclosing "any reasonably foreseeable risks or discomforts," providing a point of contact for questions, and giving participants the ability to opt out with "no penalty or loss of benefits to which the subject is otherwise entitled." Formally, informed consent must be documented using a signed form, a copy of which is given to the participant.

Facebook and OkCupid did almost none of this. Participants were not told that they would be part of a study. Indeed, the affected Facebook users still have not been informed. OkCupid sent affected users a brief email after the fact telling them the correct match percentages, but the email obfuscated the research purpose of the experiment. Neither Facebook nor OkCupid offered users an opportunity to opt out; neither obtained specific consent from users; neither offered a point of contact for questions about the experiments.

Disclosure of "reasonably foreseeable risks or discomforts" plays a central role in informed consent; they are the research-related harms about which participants deserve to be informed. Both

131. 45 C.F.R. § 46.116(a)(1) (2014). These rules are defaults; they are subject to exceptions discussed below.
132. Id. § 46.116(a)(2).
133. Id. § 46.116(a)(7).
134. Id. § 46.116(a)(8).
135. Id. § 46.117(a).
136. See Kashmir Hill, How OkCupid Informed Users They’d Been Part Of An Experiment, FORBES (July 29, 2014), http://www.forbes.com/sites/kashmirhill/2014/07/29/how-okcupid-informed-users-theyd-been-part-of-an-experiment/ ("Dear [name A] Because of a diagnostic test, your match percentage with [name B] was misstated as [%]. It is actually [%]. We wanted to let you know!")).
the Facebook and OkCupid experiments had readily foreseeable risks. The emotional contagion study was designed to demonstrate that "emotions expressed by friends, via online social networks, influence our own moods," and the initial hypothesis was that participants in one of the treatment groups would "express increased negativity." As for OkCupid, the principal risk consisted of deliberately bad matches. Any argument that mismatching is harmless to users is an uneasy one; if true, it suggests that OkCupid itself is useless for its intended purpose. This is not to say that the anticipated risk to any given Facebook or OkCupid user was large, only that there clearly were at least some foreseeable risks in both cases.

In addition, Facebook did not exclude minors from the emotional contagion study. The Common Rule generally requires that in research involving minors "adequate provisions are made for soliciting the assent of the children." The standard for "assent" requires "a child's affirmative agreement to participate in research. Mere failure to object should not, absent affirmative agreement, be construed as assent." In addition, the Common Rule requires "adequate provisions ... for soliciting ... the permission of [the children's] parents or guardians." Facebook did not notify the parents of minor participants, or obtain their agreement.

1. Terms of Service

The fact that these experiments take place on social websites creates a new possibility for obtaining informed consent: terms of service. This possibility, however, is mostly theoretical. The language in typical terms of service is too general, and the signup process too attenuated, to generate meaningful informed consent.

137. Kramer, Guillery, & Hancock, supra note 7, at 8789.
138. Id.
140. 45 C.F.R. § 46.404.
141. Id. § 46.402(b).
142. Id. § 46.404; see also id. § 46.402(c) (defining "permission").
Consider the emotional contagion study. The article based on it states that the research "was consistent with Facebook's Data Use Policy, to which all users agree prior to creating an account on Facebook, constituting informed consent for this research."\textsuperscript{144} The premise of the argument is false; the study was inconsistent with the Data Use Policy. The version in force at the time of the study did not even use the word "research."\textsuperscript{145} OkCupid's terms are a little more informative: they say that the site may "perform research and analysis about your use of, or interest in, our products, services, or content, or products, services or content offered by others."\textsuperscript{146} But like Facebook's, this is merely a data use policy; it says nothing about deliberately tampering with users' experiences to experiment on them.

Even where terms of service are broad enough to sweep in

\begin{footnotesize}
\begin{enumerate}
\item See Facebook Data Use Policy, FACEBOOK (revised Sept. 23, 2011), available at http://thecoudrain.com/files/documents/Facebook-Data-Use-Policy.pdf. The only remotely relevant portion of the policy read:

\textbf{How we use the information we receive}

We use the information we receive about you in connection with the services and features we provide to you and other users like your friends, the advertisers that purchase ads on the site, and the developers that build the games, applications, and websites you use. For example, we may use the information we receive about you:

\begin{itemize}
\item as part of our efforts to keep Facebook safe and secure;
\item to provide you with location features and services, like telling you and your friends when something is going on nearby;
\item to measure or understand the effectiveness of ads you and others see;
\item to make suggestions to you and other users on Facebook, such as: suggesting that your friend use our contact importer because you found friends using it, suggesting that another user add you as a friend because the user imported the same email address as you did, or suggesting that your friend tag you in a picture they have uploaded with you in it.
\end{itemize}

Granting us this permission not only allows us to provide Facebook as it exists today, but it also allows us to provide you with innovative features and services we develop in the future that use the information we receive about you in new ways.

\textsuperscript{144} Kramer, Guillory, & Hancock, supra note 7, at 8789.
\textsuperscript{145} See Facebook Data Use Policy, FACEBOOK (revised Sept. 23, 2011), available at http://thecoudrain.com/files/documents/Facebook-Data-Use-Policy.pdf. The only remotely relevant portion of the policy read:

\textbf{How we use the information we receive}

We use the information we receive about you in connection with the services and features we provide to you and other users like your friends, the advertisers that purchase ads on the site, and the developers that build the games, applications, and websites you use. For example, we may use the information we receive about you:

\begin{itemize}
\item as part of our efforts to keep Facebook safe and secure;
\item to provide you with location features and services, like telling you and your friends when something is going on nearby;
\item to measure or understand the effectiveness of ads you and others see;
\item to make suggestions to you and other users on Facebook, such as: suggesting that your friend use our contact importer because you found friends using it, suggesting that another user add you as a friend because the user imported the same email address as you did, or suggesting that your friend tag you in a picture they have uploaded with you in it.
\end{itemize}

Granting us this permission not only allows us to provide Facebook as it exists today, but it also allows us to provide you with innovative features and services we develop in the future that use the information we receive about you in new ways.

\end{enumerate}
\end{footnotesize}
"research," they do not remotely approach the Common Rule standard of informed consent. Neither Facebook's nor OkCupid's policies provide users with descriptions of the research, discussions of the risks involved, a point of contact for questions, or an opportunity to decline participation. This is not informed consent. The argument that it is sounds plausible only because "consent" is equivocal. The courts have accepted a thin and fictional form of "consent"—a warning that there are terms, a chance to read them, and a chance to say "no"—to make terms of service legally binding on users. But the Common Rule adopts a thicker and more substantive form of consent; it says that consent does not count unless it is both detailed and documented. Whether or not the Facebook and OkCupid policies were legally effective to allow access to users' personal information, they did not provide users with the information that would have made their consent "informed."

There is a reason that OkCupid's Christian Rudder refers to terms of service as a "charade of consent." In interviews, he has gone even further: "But guess what, everybody: if you use the Internet, you're the subject of hundreds of experiments at any given time, on every site. That's how websites work."

This argument dispenses entirely with the terms; it looks for consent in the mere fact of using a website. Needless to say, it is not an argument that holds water under the Common Rule; informed consent may not be based on imputing expert technical knowledge to lay participants.

In late 2014, Facebook announced a major revision to its terms of service to take effect on January 1, 2015. Under the new terms,
Facebook explains, "We conduct surveys and research, test features in development, and analyze the information we have to evaluate and improve products and services, develop new products or features, and conduct audits and troubleshooting activities." The word "research" is a hyperlink to a page listing published research generated at Facebook. In addition, the new data policy lists "conducting academic research and surveys" as one of the reasons Facebook will transfer user data to "partners" under confidentiality obligations. While these terms themselves remain vague, they at least make it clearer that the "research" in question is academic research that may not be directly linked to improving the user experience. The best part of the revision is the hyperlink: the research page is chockablock with examples of past research projects. At least in theory—if the page were more complete, better organized, and easier for lay users to read—providing examples would help users understand the range of experiments that Facebook might conduct on them. This is still not informed consent, but it is a step in the right direction.

2. Waiving or Altering Informed Consent

Some commentators have argued that getting informed consent from users would do little for them, while also harming the research. Christian Rudder, for example, has argued that giving users more notice about the experiments would skew the results of research: "Once people know that they're being studied along a particular axis, inevitably they're gonna act differently." But "gonna act differently" is not the legal standard for waiving informed consent. If it were, informed consent would never be viable. Telling


158. Data Policy, supra note 156.


160. See, e.g., Meyer, supra note 48.

161. TLDR: An Imperfect Match, supra note 154.
people things changes their behavior. Some bias in research results is part of the price we pay for informed consent. Rudder's argument proves too much.

Instead, the Common Rule allows an IRB to waive or alter informed consent in research that "involves no more than minimal risk" (the minimal risk criterion) when the "research could not practicably be carried out without the waiver or alteration" (the impracticability criterion), and provided that "[w]henever appropriate, the subjects will be provided with additional pertinent information after participation" (the debriefing criterion). An IRB can also waive the requirement to use signed consent forms.

At the threshold, only an IRB can grant a waiver or alteration. Perhaps the Facebook and OkCupid studies could have qualified had they gone before an IRB, but they did not, so this provision cannot retroactively bless them. Still, it is worth running through the rest of the analysis with an eye toward future studies.

The minimal risk criterion will often be easy to satisfy. A study involves "minimal risk" when "the probability and magnitude of harm or discomfort anticipated in the research are not greater in and of themselves than those ordinarily encountered in daily life." This is a good fit for social media research, at least most of the time. The News Feed alterations, for example, replicate the sorts of content that users already see on Facebook; OkCupid users already communicate with each other. It might be that some user populations—Facebook users with clinical depression, perhaps, or OkCupid users who are sexual assault survivors and use compatibility to assess safety—are at more than minimal risk. And more serious interventions—sending users fake messages about the death of a relative—would raise more serious concerns. But to a first approximation, most social media studies are minimal risk.

The impracticability criterion has more bite. Experiments

162. 45 C.F.R § 46.116(d) (2009). For an insightful extended discussion of this provision, see Meyer, supra note 48.
163. Id. § 46.116(d)(1). See generally Loretta M. Kopelman, Minimal Risk as an International Ethical Standard in Research, 29 J. MED. & PHIL. 351, 353-55 (2004) (tabulating nine different possible interpretations of "minimal risk").
164. Id. § 46.116(d)(3).
165. Id. § 46.116(d)(4).
166. Id. § 46.117(c).
168. See Meyer, supra note 48.
169. 45 C.F.R. § 46.102(i) (2009).
involving deception are a classic example of good candidates for waivers of informed consent: the participant’s lack of knowledge of the true experiment is essential to the condition being tested.\textsuperscript{170} The OkCupid mismatching experiment involved deception in just this way.\textsuperscript{171} And there is an argument that even the Facebook emotional contagion experiment would have been biased by telling users in advance (because they might then seek out their friends’ unfiltered posts) and getting their consent (because they might self-select).\textsuperscript{172} But we should not overstate these arguments, because they may indicate only that the experiments were eligible for altered informed consent rather than a full waiver.\textsuperscript{173} For example, Facebook users could have been informed of a research project involving selective exclusion of News Feed content in general terms and provided with a point of contact and opportunity to avoid participation. There is even an argument that the OkCupid mismatching experiment could have been conducted with full informed consent. It would have needed an experimental group of users whose reported match percentages were tweaked and who gave informed consent, and a control group of users whose match percentages were not tweaked and who also gave the same informed consent. That would have isolated the effect of tweaking the match percentages.

The precise tradeoff requires weighing the particular biases that would be introduced by a given consent procedure. The question of whether informed consent will make research impracticable is one

\textsuperscript{170} For a succinct and pungent discussion of the essential role of participant ignorance in psychological field experiments, see Zachary M. Schrag, \textit{A Bit of Historical Perspective on the Facebook Flap}, INSTITUTIONAL REV. BLOG (June 30, 2014, 9:24 PM), http://www.institutionalreviewblog.com/2014/06/a-bit-of-historical-perspective-on.html. In his own way, Christian Rudder also recognizes the central role of deception in the OkCupid mismatching experiment. See Grimmelmann, supra note 84 ("It's not a coincidence that Rudder's hand-picked example is an experiment with the same central characteristic as the OkCupid mismatch experiment: deception."). This point cuts in both directions: On the one hand, keeping users in the dark heightens the ethical concerns; on the other, the justification for keeping them in the dark is correspondingly stronger.


\textsuperscript{172} See Meyer, supra note 48 ("Finally, the study couldn’t feasibly have been conducted with full Common Rule-style informed consent . . . without biasing the entire study.").

\textsuperscript{173} Id. ("In other words, the study was probably eligible for ‘alteration’ in some of the elements of informed consent otherwise required by the regulations, but not for a blanket waiver.").
that requires expert judgment about research methods, and at the end of the day, the Common Rule vests the decision of whether to grant a waiver or alteration in IRBs. That choice reflects a considered belief that IRBs are better positioned than researchers themselves to make these decisions. IRB critics disagree—IRBs’ comparative lack of expertise in specific research fields is a regular refrain—but this choice for IRBs is hardly arbitrary or capricious.

Finally, the debriefing criterion was the one most flagrantly violated in the Facebook and OkCupid experiments, but is also the easiest to fix. Facebook users still have not been informed that they took part in the emotional contagion experiment. OkCupid told its users who received incorrect match percentages, but obfuscated the research purpose of the test. In both cases, standardized debriefings could easily have been given via email or private message to the users who were unwittingly drafted into the studies. And in both cases, this after-the-fact notice would not have posed a risk of biasing the experiments, because the relevant data would already have been gathered.

All in all, the minimal-risk waiver-or-alteration provision in the Common Rule is for the most part a good fit for social media research. Applying it would require a few changes from past practice of the sort on display in the Facebook and OkCupid experiments. They would need IRB review, a minimal-risk analysis, an analysis of bias in relation to particular consent procedures, and post-experiment debriefing. None of these would be an insuperable obstacle.

B. IRB Review

The Common Rule regulates IRBs' composition, powers, duties, procedures, and record keeping. To qualify, an IRB must have at least five members of specified backgrounds, competencies, and affiliations. It must have written procedures and operate by quorum at convened meetings. It must have the authority to approve or reject research, give written decisions, and regularly review ongoing projects. It may use expedited single-member

175. See 45 C.F.R. § 46.109(a) (2014).
176. Id. § 46.107.
177. Id. § 46.108.
178. Id. § 46.109.
review only in specific types of cases involving minimal risk. It must ensure that studies avoid unnecessary risks, that risks are reasonable in relation to the expected benefits of the research, that participants are selected equitably, that they give informed consent, that the informed consent is documented, that data is held securely and confidentially, and that vulnerable participants are given additional safeguards. It must not be subject to institutional override when it rejects a project. It must have the authority to terminate non-compliant research, and it must keep detailed records. These are not trivial responsibilities.

1. Facebook and OkCupid

It does not appear the Facebook or OkCupid experiments were approved by a qualifying IRB. They are not to my knowledge federally funded; neither of them had committed to IRB review. Just to be sure, Leslie Meltzer Henry and I decided to check. Maryland House Bill 917, discussed above, requires that every IRB make its minutes available for public inspection. We sent certified letters to Facebook and OkCupid making formal demands to review their IRB minutes. Facebook refused and OkCupid never replied—strong if circumstantial evidence that neither of them has a qualifying IRB.

Instead, at the time of the experiments, they had internal review processes that could best be described as “informal.” A former member of Facebook’s Data Science group stated that “there was no internal review board overseeing the studies” at Facebook at the time of the mood-manipulation experiment and that “members of the data science team could run almost any test they wanted, so long as it didn’t annoy users.” At OkCupid, Christian Rudder acted as his own review panel: he was both “approver of company research and its chief interpreter.” Rudder himself admitted to a reporter...
that he acted under a "conflict of interest." Both companies' systems fail almost every element of the Common Rule's IRB regulations: not enough members, not enough expertise, no independent members, no written procedures, no convened meetings, no ongoing review, no risk minimization or risk-benefit tradeoff, no equitable selection, no informed consent or documentation of consent, no confidentiality, no protections for vulnerable participants, no protection against corporate override, and no record keeping.

In October 2014, Facebook announced a new internal review system for its research. The core of the system is a set of guidelines that trigger an "enhanced review process before research can begin" if the research "is focused on studying particular groups or populations (such as people of a certain age) or if it relates to content that may be considered deeply personal (such as emotions)." Under the new system, "a panel including our most senior subject-area researchers, along with people from our engineering, research, legal, privacy and policy teams ... will review projects falling within these guidelines." This is not a Common Rule IRB and Facebook seems to have deliberately avoided calling it one. At least based on what Facebook has said publicly, it lacks independent membership, protections against retaliation, and institutionalized record keeping. And no one on the panel is a user or is charged with speaking on users' behalf. But on the whole it is a substantial improvement over what came before, and it is also unusually good for the industry. Compare to OkCupid, which still appears to be operating by the seat of Christian Rudder's pants.

2. Cornell and PNAS

Cornell University was at the time of the emotional contagion study the home of two of the researchers, and it does have an IRB. Initially it appeared that the Cornell IRB might have approved the study. PNAS has an editorial policy requiring IRB review, and emails from the article's editor seemed to suggest that the study had

---

189. Id.
191. Id.
192. Id.
193. Among other things, it has no members from outside of Facebook.
194. Cf. 45 C.F.R § 46.107(a) (2015) (requiring that IRBs include members with "sensitivity to such issues as community attitudes").
been approved by the IRB.\textsuperscript{196} This turned out to be a misinterpretation of the role the Cornell IRB played. Following criticism and media scrutiny, Cornell issued a media statement explaining that its IRB had declined to review the study.\textsuperscript{197}

As discussed above, the Cornell IRB misread the Common Rule and OHRP's Guidance on Engagement by concluding that Cornell was not engaged in research with human participants. \textit{PNAS}, in turn, misread the Cornell IRB's conclusions. \textit{PNAS}'s editorial policies require that research with human participants have been "approved by the author's institutional review board."\textsuperscript{198} Cornell's IRB did not "approve" the study; indeed, it did not even "review" the study on the merits. Instead it concluded only that the study was not sufficiently associated with Cornell for it to be Cornell's concern. Put another way, Cornell's IRB used a jurisdictional limit to conclude that Cornell was legally exempt.

But the purpose of \textit{PNAS}'s editorial policy is broader: to ensure substantively that the research it publishes was conducted ethically. The other limits on IRB review in the Common Rule—such as the list of categories of exempt research\textsuperscript{199}—reflect substantive judgments about specific kinds of research to which \textit{PNAS} might reasonably have deferred in waiving IRB review. But not this one; the purpose of an engagement analysis is to allocate responsibility for reviewing a study among different institutions, not to avoid that responsibility entirely. In applying its editorial policies, \textit{PNAS} neglected to require, as OHRP does, that some IRB review any study involving research with human participants.\textsuperscript{200} In hindsight, \textit{PNAS} should not have treated Cornell's non-review as IRB review on the merits; its decision to the contrary rests on an ambiguity in the meaning of "IRB review."

\section*{III. Moving Forward}

So much for the question of how social media experiments like Facebook's and OkCupid's are currently regulated. Now for the question of how, if at all, they ought to be regulated. In a sense, this is not a new debate. On the one hand the Common Rule reflects a consensus among major statements of research ethics that research on people should be governed by something more than researchers'

\begin{itemize}
\item 196. See, e.g., e-mail from Susan Fiske, \textit{supra} note 130.
\item 197. Carberry, \textit{supra} note 109. The timing of the review has not been made public and it is not known whether it predated the data collection portion of the study.
\item 198. \textit{Editorial Policies}, \textit{supra} note 51.
\item 199. See 45 C.F.R. § 46.101(b) (2015).
\item 200. See OHRP \textit{GUIDANCE ON ENGAGEMENT}, \textit{supra} note 112.
\end{itemize}
own ethical judgment, and that consensus extends to many of the social sciences. But on the other, the Common Rule has no shortage of critics, and no shortage of critics of its application to the social sciences.

I am not in a position to resolve these debates. Instead, I would like to make two narrower points about what if anything changes when social media companies experiment on their users. In the shorter term, to the extent that we are committed to the Common Rule framework of informed consent and IRB review for academic experiments, a blanket exemption for social media experiments would open up a serious and troubling loophole. In the longer term, when thinking about how informed consent and oversight should work in social media experiments, we should neither discard the Common Rule framework entirely, nor attempt to replicate it in every detail.

These are conditional arguments. To the extent that the Common Rule reflects a consensus about academic research on social media users, it should extend also to corporate research on social media users, because the ethical argument for regulating the latter is at least as strong as the argument for regulating the former. Even where the ethics of the researcher-participant relationship are otherwise the same, academic researchers are less likely to have serious conflicts of interest and more likely to share the knowledge they acquire in ways that benefit the public at large. But if corporate social media experiments do not need to worry about informed consent or ethical oversight, we should be having a conversation about exempting academics, too. I submit that if applying the Common Rule to corporate social science research makes you want to get off the bus, you have already missed your stop by several miles.


A. IRB Laundering

The rationales given in defense of the Facebook and OkCupid experiments, if accepted as stated, would deregulate large swaths of academic research, because they would allow academics to circumvent research ethics regulations whenever they work just closely enough with industry partners. The exception would swallow the Common Rule.

Take the analysis of engagement offered by the Cornell IRB. If followed, it would enable IRB laundering, in which "academic researchers evade formal ethics-review processes by collaborating with corporate researchers who do experiments and collect data within a company where ethics review processes are looser."204 The emotional contagion authors may well have acted in good faith, but unscrupulous investigators could exploit the precedent set by their article's publication.

Consider a hypothetical study: brick manipulation. Researchers at Stonewall University wish to find out whether people bleed when hit in the head with bricks. They design a study, carefully specifying brick size, weight, and velocity. Then they recruit a colleague at Brickbook, which throws bricks at people. The Brickbook-affiliated


Compare the practice of "IRB shopping," defined as "the practice of submitting protocols to multiple IRBs until one is found that will approve the protocol." Ryan Spellecy & Thomas May, More Than Cheating: Deception, IRB Shopping, and the Normative Legitimacy of IRBs, 40 J. L. MED. & ETHICS 990, 990 (2012) (arguing that IRB shopping "reflects problems of normative legitimacy for the IRB system itself"). Compare also the challenges in regulating international clinical trials, particularly in developing countries with less effectively enforced protections for patients. See, e.g., Abdullahi v. Pfizer, Inc., 562 F.3d 163, 168 (2d Cir. 2009) (allowing suit under Alien Tort Statute to proceed based on allegations that "Pfizer violated a customary international law norm prohibiting involuntary medical experimentation on humans when it tested an experimental antibiotic on children in Nigeria, including themselves, without their consent or knowledge"). See generally Seth W. Glickman et al., Ethical and Scientific Implications of the Globalization of Clinical Research, 360 N. ENGL. J. MED. 816 (2009); RUTH MACKLIN, DOUBLE STANDARDS IN MEDICAL RESEARCH IN DEVELOPING COUNTRIES (2004).
researcher reports back on the brick-induced bleeding (carefully withholding any identifiable private information about subjects), and the researchers collectively draft a paper.

Fortunately—and obviously—the brick manipulation study is entirely hypothetical. But the rationalizations offered in defense of the emotional contagion study would also apply to the brick manipulation paper. The Stonewall IRB could conclude the research was "conducted independently by Brickbook" and that Stonewall affiliates' "work was limited to initial discussions and analyzing the research results." As a private company, Brickbook has no IRB, indeed no ethics review process of any sort; Stonewall has an IRB but not one that considers the ethics of work carried out at Brickbook. The same reasoning that led *PNAS* to publish the emotional contagion article would say that the blatantly unethical brick manipulation paper is also suitable for publication. By delegating the implementation of the study to Brickbook, the Stonewall investigators have successfully routed around their own IRB. Literally any research project, no matter how ethically troubling, could be smuggled through an institution with no ethical review process. The infamous Stanford Prison Experiment, for example, if "conducted independently" at the Facebook headquarters in nearby Menlo Park rather than on the Stanford campus, would avoid IRB review entirely under the reasoning given here.205

The reverse is true as well: unregulated institutions could launder unethical projects by giving them a nominal connection to an IRB-regulated institution. Suppose that Brickbook has been hitting people with bricks as part of its day-to-day business. Eager to prove that brick manipulation is harmless, Brickbook hits some people with cinder blocks instead and observes the aftermath. To turn this project into a publishable paper, the Brickbook research team approaches an investigator from Stonewall. Once again, if the Stonewall IRB followed the Cornell IRB's reasoning, it would conclude that the research was "conducted independently by Brickbook." And if the Proceedings of the National Academy of Skull Fractures followed *PNAS*'s reasoning, it would conclude that the study was IRB approved and set the paper for publication.

These concerns illustrate the excitement—and the dangers—of research at the border between the academy and industry.²⁰⁶ The remarkable datasets held by social media companies are deeply attractive to academic researchers, and academic researchers’ expertise is often deeply attractive to companies.²⁰⁷ But to the extent that the industry side of the border is perceived to be unregulated, academic researchers will be tempted to conduct their studies under the much looser rules applicable to industry.

The argument that Brickbook research is “independent” of Stonewall as long as Brickbook would have conducted it anyway is also too clever for its own good. Some ethical vegetarians avoid meat because they want to avoid killing animals. It follows that it is acceptable for them to eat animals that are already independently dead but not to eat animals killed specifically for them. The Stonewall researcher is in the position of accepting an invitation to join a friend for a turkey dinner next week, or pointing at a fish in the restaurant’s tank and asking the waiter to come back in the event the fish should happen to die of natural causes in the next five minutes. Even if sometimes the “independence” is real, the circumstances of the relationship offer an obvious temptation to shade the truth.

Much the same could be said of three other arguments given in excuse of the emotional manipulation and mismatching studies: that they are unregulated quality-improvement studies, that terms of service provide any necessary consent, and that the possibility of biasing the results excuses asking for consent. All of these arguments prove too much. Each of them, if taken at face value, would also apply to the brick manipulation study. Brickbook already hits people with bricks, so hitting people with bricks in new and different ways could easily be described as quality improvement. Brickbook has terms of

²⁰⁶. Yes, yes, hitting people with bricks is usually a crime and a tort. Failure to apply the Common Rule here would not also legalize battery. But turn the point around. What rational system of research ethics regulation would avoid reviewing university-affiliated researchers’ participation in a criminal conspiracy on the grounds that it is the job of police, not IRBs, to enforce criminal laws?

²⁰⁷. Facebook’s own user-research group provides a good example. As of February 25, 2015, Facebook had twelve job openings for “Data Scientists,” see Data and Analytics, CAREERS AT FACEBOOK, https://www.facebook.com/careers/teams/data (last visited Feb. 25, 2015), including a position with a focus on “Identity Research & Modeling” whose job mission includes “develop[ing] high-quality models of people’s online identity to power next-generation people-centric products and gain deeper insights into how people interact with the digital world.”; Data Scientist, Identity Research & Modeling, CAREERS AT FACEBOOK, https://www.facebook.com/careers/department?dept=data&req=a0IA0000000CzAeDMAV (last visited Mar. 29, 2015); see also Graeme Wood, Anthropology Inc., ATLANTIC (Feb. 20, 2013), http://www.theatlantic.com/magazine/archive/2013/03/anthropology-inc/309218/ ("Microsoft is said to be the second-largest employer of anthropologists in the world, behind only the U.S. government.").
service that refer generically to "applying objects to improve the Service." And if Brickbook told people when it was hurling bricks at them, they'd duck, undermining the validity of the experimental data by excluding the quick-moving.

Thus, even if you are unconvinced that social media experiments should be directly regulated in their own right, as long as you believe that the current system of regulating academic research is worth preserving, you should be interested in finding limiting principles on the kinds of arguments discussed in this section. Those who say that Cornell was not "engaged" in research need to explain how its situation is distinguishable from Stonewall's. So do those who claim that anything a social media company does is quality improvement, that terms of service provide blanket consent, or that any form of notice would bias research results. Social media experiments require a narrower and more specific justification.

B. Toward a Framework for Social Media Experiments

As the title of the Silicon Flatirons symposium this paper was born from suggests, I am not the first to write about companies that conduct experiments on their customers. In particular, Ryan Calo has proposed a deliberative multi-stakeholder process for devising rules for "Consumer Subject Review Boards." He expects that the end result would be "radically different" from the current IRBs.

I am not so sure—or rather, I think the conversation should start from the Common Rule, even if it is unlikely to end there. True, the Common Rule has serious issues, and true, the social media context raises new and distinct issues of its own. But considerations of political economy suggest that it is the right place to start.

---


209. Calo, supra note 2, at 102.

210. See Fairfield, supra note 2, at 732-36 (discussing implications for online research of impending rulemaking for revisions to the Common Rule); Human Subjects Research Protections: Enhancing Protections for Research Subjects and Reducing Burden, Delay, and Ambiguity for Investigators, 76 Fed. Reg. 44512 (proposed July 26, 2011) (advance notice of proposed rulemaking) (to be codified at 45 C.F.R §§ 46, 160,
If every social media company had a research ethics review process like Facebook's, then self-regulation might be worth taking more seriously. But the factors that led Facebook to create one were a product of its unique circumstances, including the immense public outcry over the emotional contagion experiment. For every Facebook, there is an OkCupid, an Ashley Madison, and an Uber. The history of privacy protections shows that self-regulation without corresponding regulatory oversight is a cruel joke at the expense of users. Unless we start from a place in which social media research is subject to ethical limits, we will not get there. If companies like Facebook and OkCupid know that they must deal with the Common Rule, they will have every incentive to work constructively to fix its imperfections. If they believe that they fall outside it, they will fight tooth and nail to continue in their unregulated ethical free-fire zone.

So what should change about the Common Rule for social media, and what should stay? I began this essay by asking three questions:

When do social media experiments constitute regulated research involving people?


211. See Kashmir Hill, The Guy Standing Between Facebook and Its Next Privacy Disaster, FUSION (Feb. 4, 2015), http://fusion.net/story/41870/facebook-privacy-yul-kwon/ ("Back then, a small group of people could move something forward without review from other departments. That doesn't happen anymore," says Kwon [the head of a cross-functional privacy team at Facebook created after the emotional contagion experiment], "We would have prevented that.").

212. Ashley Madison, a dating site for adulterers, has supported research "proving" that most of its users are in committed relationships—research that involved reading users' private correspondence. See Belinda Luscombe, Cheaters' Dating Site Ashley Madison Spied on Its Users, TIME (Aug. 16, 2014), http://time.com/3120241/ashley-madison-cheaters-site-spies-on-its-users/.


214. One avenue for such conversations may be the impending DHHS rulemaking to revise the Common Rule. See Human Subjects Research Protections, supra note 210.
What does it take to obtain the informed consent of users? What institutions are responsible for reviewing the ethics of such studies?

These questions are also helpful in framing the analysis of what the rules governing social media experiments ought to be. The thoughts that follow are tentative suggestions about some of the relevant considerations.

1. Scope of Regulation

The Facebook and OkCupid studies demonstrate that corporate research raises the same essential issues as academic research: we should not be less concerned on behalf of research participants when the research methods are essentially the same. Indeed, there are reasons to be more worried about corporate research because researchers’ self-interest looms larger. The Facebook emotional contagion study was designed to respond to social science work suggesting that exposure to friends’ happy experiences on social media makes users sadder out of envy. Facebook cannot have been upset when the emotional contagion study refuted this gloomy view of Facebook’s emotional effects on users—which should give us pause about companies’ motivations to conduct experiments. Similarly, while Christian Rudder has stated that OkCupid’s mismatching study was driven by a laudable desire to validate OkCupid’s matching algorithm, the research results were also

215. See generally James Grimmelmann, Ethical Culture Clashes in Social Media Research, LABORATORIUM (2D SER.) (Jan. 18, 2015), http://2d.laboratorium.net/post/108480841510/ethical-culture-clashes-in-social-media-research (discussing ethics of different motivations for research on social media users).


217. See, e.g., TLDR: An Imperfect Match, supra note 154. The general point is valid,
EXPERIMENTS ON SOCIAL MEDIA USERS packaged for public consumption in a way designed to redound to Rudder’s and OkCupid’s benefit. Other examples of potentially self-interested research are easy to find. Facebook has enjoyed the civic glow of the finding that it can increase voter turnout. The corporate conflicts of interest inherent in clinical trials and in social scientists’ access to corporate datasets are recognized. We need a similar understanding of the potential conflicts of interest when the corporate research partners control access to experimental subjects and can manipulate their experiences for both research- and profit-oriented purposes.\textsuperscript{218}

The Common Rule distinguishes between unregulated practice and regulated “research” by defining research in terms of intended contribution to “generalizable knowledge.”\textsuperscript{219} For social media

although perhaps not on the facts of this case. The research ethics concept of “clinical equipoise” states that an experiment involving exposing participants to a potentially inferior treatment is permissible so long as “[t]here is no consensus . . . about the comparative merits of the alternatives to be tested” and the experiment is “designed in such a way as to make it reasonable to expect that . . . the results . . . should be convincing enough to resolve the dispute.” Benjamin Freedman, \textit{Equipoise and the Ethics of Clinical Research}, 317 \textsc{NEW ENG. J. MED.} 141 (1987). Even taking Rudder at his word that OkCupid did not have sufficient evidence to conclude that its matching algorithm was effective, it is not clear that the mismatching experiment was designed to resolve the question. Facebook executives have made similar arguments. \textit{See} Samuel Gibbs, \textit{Facebook Policy Head Says Emotional Experiments were ‘Innovative’}, \textsc{GUARDIAN} (July 3, 2014, 6:20 AM), http://www.theguardian.com/technology/2014/jul/03/facebook-emotion-experiments-monika-bickert. For discussion of this proposed ethical imperative to test, \textit{see} George Lawton, \textit{Why Is It Ethical Not to Test for Emotional Impact}, \textsc{TORQUE} (Sept. 8, 2014), http://torquemag.io/ethical-test-emotional-impact/.


\textsuperscript{219} The Common Rule grew out of biomedical research, which is distinctive because doctors already have legal and ethical duties towards their patients. There, “research” is potentially problematic by the usual standards of the physician-patient relationship because it is driven by something other than the patient’s own welfare. \textit{See} Jay Katz, \textit{Human Experimentation and Human Rights}, \textsc{38 ST. LOUIS U. L.J.} 7, 14, 15 (1993) ("In therapeutic encounters, unlike research encounters, physicians are expected to attend solely to the welfare of the individual patient before them. . . . In clinical research, on the other hand, patient-subjects are also being used for the ends of science"). But if the research will generate knowledge for society, the doctor can potentially justify doing less for the individual by doing more for the population. \textit{See generally} Nancy M.P. King, \textit{The Line Between Clinical Innovation and Human Experimentation}, \textsc{32 SETON HALL L. REV.} 573 (2002) (discussing relationship between clinical practice and research); Carl H. Coleman, \textit{Duties to Subjects in Clinical Research}, \textsc{58 VAND. L. REV.} 387 (2005) (discussing conflicting ethical duties of researchers). Without biomedical research regulations, there would thus be a serious loophole in the underlying professional duties; the regulations and the professional duties interlock. Informed consent is still required, but IRB review compensates for relaxed fiduciary duties. But in social science research, and even more so in social media research, there is no such underlying relationship. This is a major source of the discontinuity at the boundary between ethical realms involved in the
research, it might be useful to have more specific criteria for making the same general distinction. One possibility would be to ask whether an experiment deals only with how users interact with the service, or whether it aims to affect users in ways that go beyond user interface and user experience design. The Facebook emotional contagion experiment, for example, tried to shape users’ moods, rather than just how they used Facebook. Another approach would be to focus primarily on risks to participants, triggering regulation when they involve identifiable data, vulnerable populations, deception, or other specific risk factors. Certain kinds of consumer manipulations should be regulated even if they have no recognizable “research” goal, while studies done for the sake of knowledge should be unregulated when they are clearly harmless.

The example of quality improvement shows that it is possible to draw such lines, so the conversation should be about where to best draw this one.

2. Informed Consent

The reason that waiver or alteration of informed consent looms so large in my analysis—as in others—is that full Common Rule informed consent is wildly disproportionate for many such studies. Everything therefore hinges on the minimal risk provisions, which relax or excuse informed consent and signed consent forms. Most but not all social media experiments are likely to be minimal risk. So a good system should be optimized for lightweight informed consent, should be able to make relevant distinctions among minimal-risk experiments, and should be able to identify quickly those experiments raising more than minimal..

Facebook and OkCupid experiments: the “research” side of the boundary comes with significant ethical duties but the “routine practice” side does not. The discontinuity can have perverse effects. See Michelle N. Meyer, Misjudgements will Drive Social Trials Underground, 511 NATURE 265 (July 17, 2014), available at http://www.nature.com/news/misjudgements-will-drive-social-trials-underground-1.15553 (“Permitting Facebook and other companies to mine our data and study our behaviour for personal profit, but penalizing it for making its data available for others to see and to learn from makes no one better off.”).

220. Kate Crawford made this point in conversation.

221. See generally Grimmelmann, supra note 215.


risk. Given concerns about biasing users or slowing down their experiences with full Common Rule disclosures, better social media rules might emphasize disclosures at a higher level of granularity, telling users about the general types of experiments a site will be running with enough detail to be representative of the range of manipulations it undertakes. Debriefing is cheap and easy; a revised informed consent system might put comparatively less weight on ex ante disclosures and more on ex post ones. And the question of opt-in versus opt-out protocols is particularly salient in social media: you do not get to N=61,000,000 with an opt-in protocol. So good rules for social media experiments might specifically provide for differing thresholds of disclosure in an opt-out versus an opt-in protocol.

Ironically, the Common Rule allows for waiving the use of signed consent forms more readily than it does for waiving or altering informed consent itself. I say "ironically" because social media platforms actually make it much easier to generate and retain consent forms. A "Yes, I consent" checkbox becomes a bit in a database, or one can design a workflow in which users who do not check the checkbox are never enrolled in a study. As for giving participants copies of the forms, it is easy to give them on-demand access to the forms by generating a fresh copy any time a user clicks on the appropriate link. But with great convenience comes mild responsibility. As it becomes easier to do more for participants, researchers should, because there is less and less reason not to.

3. IRB Review

An IRB is a heavyweight body that proceeds deliberately and keeps careful records. Social media IRB equivalents could be lighter and quicker without sacrificing much. Some rules could be waived entirely; it is hard to see the justification for telling Facebook that its IRB must have regularly scheduled meetings. Other rules could be streamlined. The Common Rule allows minimal-risk studies and

---

224. See Calo, supra note 2, at 101 (arguing for lightweight processes).

225. Disclosure at a higher level of abstraction might also mitigate some of the issues of OkCupid-style experiments involving deception. See David Wendler & Franklin G. Miller, Deception in the Pursuit of Science, 164 ARCH. INTERNAL MED. 597, 597 (2004) ("We argue, in contrast, that investigators can conduct deceptive studies, while respecting subject autonomy, by informing subjects prospectively that they are being deceived, but not informing them of the nature of the deception.").

226. See 45 C.F.R § 46.117(c) (2005).

227. See Fairfield, supra note 2, at 765 (proposing use of "mandatory click-through regimes" for obtaining informed consent).
minor changes to existing studies to go through "expedited" review by a single member of the IRB.\textsuperscript{228} But even that is overkill for many projects. A better system would allow a social media IRB to consider and approve classes of research—e.g., encouraging users to share content using different prompts—and then allow any studies to proceed without further review so long as they remained within these classes.\textsuperscript{229} A Common Rule tradition worth maintaining, however, is independence. Precisely because conflicts of interest loom large in the corporate setting, their review boards would need to be able to say "no" to research without fear of being overridden by management or of retaliation.\textsuperscript{230}

Traditional IRBs prioritize ethical review: informed consent and minimization of risks. In the social media setting, where consent will often be streamlined and risks minimal to start with, their oversight role may be more important, in three ways. First, a social media IRB can be an internal control for ensuring that a company understands all of the research its employees are conducting on users. To that end, the IRB would need to be sure that it has an accurate picture of the research taking place across the company, something any healthy social media company should want anyway.\textsuperscript{231} Second, it can be a tool for regulatory transparency: its record-keeping should be oriented toward ensuring that regulators (the FTC and SEC, for example) have a high-level sense of what an industry is doing and can reconstruct what happened at particular companies in cases of

\textsuperscript{228} 45 C.F.R. § 46.110(b) (2005).
\textsuperscript{229} It might require that information on specific studies in these classes be sent to it before those studies commence, with the expectation that this information will go into its files, rather than holding up the research while the IRB reviews the update.
\textsuperscript{230} See generally Robert Klitzman, Institutional Review Board Community Members: Who Are They, What Do They Do, and Whom Do They Represent?, 87 ACAD. MED. 975 (2012) (discussing roles played by independent members); Steven Peckman, Local Institutional Review Boards, in 2 ETHICAL & POL'Y ISSUES IN RES. INVOLVING HUMAN PARTICIPANTS K-1, K-14–K-19 (Nat'l Bioethics Advisory Comm’n ed., 2001) (discussing theory of community participation). This issue interacts with the IRB system of local and typically institution-specific review boards rather than centralized oversight. Local IRBs are intended to be more responsive to institution-specific needs, but they have also shown a tendency to develop local, poorly communicated, and idiosyncratic precedents. See generally LAURA STARK, BEHIND CLOSED DOORS: IRBS AND THE MAKING OF ETHICAL RESEARCH (2011); Robert Klitzman, The Myth of Community Differences as the Cause of Variations Among IRBs, 2 AJOB PRIMARY RES. 24 (2011). Nominally "independent" IRBs, on the other hand, may be no less conflicted because of their desire to attract repeat business; see Ruth Macklin, How Independent are IRBs?, 2 ETHICS & HUM. RES., May–June 2008, at 15 (discussing tradeoffs and options). On IRBs' handling of their own members' conflicts of interest, see Leslie E. Wolf & Jolanta Zandecki, Conflicts of Interest in Research: How IRBs Address Their Own Conflicts, IRB: ETHICS & HUM. RES., Jan.–Feb. 2007, at 6.
\textsuperscript{231} See also Calo, supra note 2, at 102 (discussing review processes as risk management tools).
research gone wrong. And third, it would also be a way for a company to ensure that it understands research law and ethics. Contra Christian Rudder's statement that an ethicist would "wring his hands all day for a hundred thousand dollars a year," a company that has decided it needs the expertise of academics trained in social science research methods also needs the ethical expertise that has traditionally gone along with academics' work.

Some of the concerns about oversight have almost nothing to do with research as such. Take the idea that Facebook could swing a close election, as shown by its experiments encouraging voter turnout. The issue here is not that Facebook experimented with encouraging voter turnout; it is that Facebook could swing a close election. The danger is twofold. First, social media companies can have outsized political influence through personalization and direct access to voters. Second, they can exercise that influence opaquely because each voter sees only her own personalized view; "the opacity of algorithms and private control of platforms alters the ability of the public to understand what is ostensibly a part of the public sphere." IRBs, or any comparable replacement for them we can imagine, are not likely to be good at addressing either of these systemic concerns systematically. The problems are serious, but we must look elsewhere to deal with them.

4. Gatekeepers

There are other possible gatekeepers here besides the Common

233. See Bond et al, supra note 15.
Rule itself. Journals play a crucial role both in defining what will be recognized as "research" within the academic community and in setting the ethical standards for how that research is carried out. Just as they have led the way in requiring open access publication, disclosure of conflicts of interest, and advance registration of trials, they can play a leading role in holding social media research to appropriate ethical standards.

They cannot just defer to the letter of the Common Rule, because the Common Rule does not attempt to reach many non-federally funded projects. But journals can embrace the spirit of the Common Rule's treatment of multi-institution research. When "cooperative research" is federally funded, the Common Rule states that "each institution is responsible for safeguarding the rights and welfare of human subjects." Thus, journals should make explicit the broader policy at work. In the future, when considering articles describing research with human participants, they should insist on informed consent and IRB approval for the entire research project described in an article, unless that research would have been exempt for some reason other than its funding source.

The Federal Trade Commission's consumer protection role also marks it as a good institution to monitor how companies experiment on their users. Leslie Meltzer Henry and I have argued that performing research on users without informing them can be a deceptive trade practice and sometimes an unfair one. The FTC is

236. 45 C.F.R. § 46.114 (2015) (emphasis added). Similarly, the Office for Human Research Protections treats grant-receiving institutions as "engaged" in human subjects research even when some other institution carries out the interventions and data collection. See OHRP GUIDANCE ON ENGAGEMENT, supra note 112, at III.A.1.


well positioned to require that companies honestly disclose their research practices to users, just as they already must be honest in describing their privacy practices. When companies seriously violate that obligation, the FTC should seek consent orders requiring comprehensive research oversight and compliance programs just as it currently seeks consent orders requiring privacy compliance programs from companies that violate their privacy promises. The FTC is also well positioned to provide transparency. It can use its investigatory powers to gather information about how companies conduct human subjects research, their informed consent practices, and their institutional review structures, producing informative reports while also appropriately respecting companies' trade secrets.

IV. CONCLUSION

The Facebook and OkCupid experiments alarmed and frustrated many users and observers. It is not always clear that those who defended the experiments really engaged with what others found so troubling about them. Reacting to the controversy over the emotional contagion experiment, its lead author wrote:

Having written and designed this experiment myself, I can tell you that our goal was never to upset anyone. I can understand why some people have concerns about it, and my coauthors and I are very sorry for the way the paper described the research and any anxiety it caused. In hindsight, the research benefits of the


239. European law goes further. Under the European Union's Data Protection Directive, users have a right of access to the actual data that companies like Facebook have on them, not just to honesty in companies' statements about what data they collect and how they use it. See generally EUROPE VERSUS FACEBOOK, http://europe-v-facebook.org/EN/en.html (last visited Mar. 18, 2015) (describing class action against Facebook and encouraging users to request copies of their data). Whether users' rights under the Directive include the right to obtain information about experiments conducted on them would make an excellent topic for a student note.


paper may not have justified all of this anxiety.242

This is both right and wrong, both too generous to Facebook and not generous enough. Social media research can be scientifically valuable, and social media experiments are not inherently unethical.243 But at the same time, focusing on how the paper described the research misconstrues the ethical point. Social media experiments are not just about privacy; they also manipulate users and make users complicit in unsettling practices.244 Facebook users should not have had to find out about the experiment from the press.


EXPERIMENTS ON SOCIAL MEDIA USERS

The Facebook and OkCupid experiments make vivid the collision between two ethical and regulatory cultures: Internet business and academic science. Companies are amassing huge volumes of data on their users; scientists have professional expertise working with data on people. Both sides are understandably eager to collaborate in gaining insight. On the academic side of this fence, we have had decades of conversations on appropriate ethical and regulatory principles. The Common Rule is not just a legal requirement; it is also the embodiment of a collective consensus about human dignity and research integrity. The corporate side of the fence is almost entirely unregulated, but not as a result of a conscious social decision that ethics are inapplicable or oversight would be inappropriate. Instead, the institutional practices of giant data storehouses, constant A/B testing, and rich analytics simply grew up, at first slowly and then quickly.

Nowhere is this division clearer than in the two cultures’ attitudes towards consent. For industry, if consent is needed at all, it is a matter of terms of service. Users must be given notice of an opportunity to view a document that describes what the company will do. That description can be vague and general as long as it is not affirmatively dishonest. And users must indicate assent, but they can manifest it in something as simple as continued use of the service. This is a thin and formalistic understanding of “consent.” For academia, consent as embodied in the Common Rule is a much thicker concept. Researchers must disclose in detail what they are studying, what they propose to do to participants, and what the consequences for participants are likely to be. Participants, in turn,

245. The researchers in the voter-turnout study argued to their IRB that publication of the resulting paper would prove sufficient debriefing to the tens of millions of users it would affect. Facebook Collaboration Research Plan, supra note 75 (arguing that publication of paper would provide sufficient debriefing to 61 million Facebook users in voting study). I disagree.


must indicate their agreement with signed written consent forms.\textsuperscript{248}

From the perspective of academia, industry "consent" is substantively empty. It's an easily manipulated standard for getting participants to give you what you want through a combination of omission, misdirection, coercion, and confusion. Users who "consent" by using a company's services may not be consenting at all. But from the perspective of industry, academic "consent" is also an empty shell. One of the strongest critiques of Common Rule informed consent is that all these additional disclosures do not significantly advance participants' understanding of the research or significantly change their behavior in ways they are grateful for. This "consent" is an obstacle that gets in the way of valuable research.

This debate resonates with another contentious debate: over campus sexual assault.\textsuperscript{249} It may not be a coincidence that social-media-experiment and sexual assault stories circulated in the news at the same time last summer, or that the last few years have seen the development of a powerful feminist critique of the Internet industry.\textsuperscript{250} We are having a national crisis of consent. The arguments are familiar. On one side are victims' advocates who claim that inferring consent from a sexual partner's silence means turning a blind eye to what should properly be called rape. They prefer a rule of affirmative consent, in which sexual contact is presumed unwanted unless there are specific expressions of consent. On the other side are skeptics who argue that affirmative consent

\textsuperscript{248} As described supra part B.2, informed consent and written consent forms can frequently be waived. \textit{See generally} David Wendler & Jonathan E. Rackoff, \textit{Informed Consent and Respecting Autonomy}, \textit{IRB: ETHICS & HUM. RES.}, May–June 2001, at 1, 3 ("Any ethically valid process for enrolling competent subjects in research must satisfy three conditions: (1) sufficient evidence that subjects who enroll want to enroll; (2) subjects’ control over whether they enroll; and (3) sufficient evidence, accessible to observers independent of the research team, that conditions one and two have been satisfied when subjects are enrolled."). Wendler and Rackoff's argument that the Common Rule should allow alternative procedures meeting these conditions is well taken.


requirements undermine intimacy between willing partners but fail to deter those bent on rape.

The conversation about the right legal rule for consent in social media research should not be a distraction from the underlying ethical role of consent. The real goal, as in the sexual assault debates, should be enthusiastic consent. Social media research should not be an adversarial setting in which researchers and companies try to wring from users whatever minimal threshold of informed consent the law tells them they need. Instead, they should seek enthusiastic consent from users, making them into valued partners who feel they have a stake in the research and are eager to contribute to its success. Researchers have stories to tell about what they can learn from interacting with users. Facebook has a story about how our friends' moods influence our own and another about promoting civic participation. OkCupid has a story about being sure it's making the best matches for its users (it has an even better story about how Shakespeare got it right in Much Ado About Nothing). Companies and the academics they work with should not be shy about telling these stories to users—not if they care about genuine consent.